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A Review of Wave Rotor
Technology and Its Applications
The objective of this paper is to provide a succinct review of past and current research in
developing wave rotor technology. This technology has shown unique capabilities to
enhance the performance and operating characteristics of a variety of engines and ma-
chinery utilizing thermodynamic cycles. Although there have been a variety of applica-
tions in the past, this technology is not yet widely used and is barely known to engineers.
Here, an attempt is made to summarize both the previously reported work in the literature
and ongoing efforts around the world. The paper covers a wide range of wave rotor
applications including the early attempts to use wave rotors, its successful commercial-
ization as superchargers for car engines, research on gas turbine topping, and other
developments. The review also pays close attention to more recent efforts: utilization of
such devices in pressure-gain combustors, ultra-micro gas turbines, and water refrigera-
tion systems, highlighting possible further efforts on this topic. Observations and lessons
learnt from experimental studies, numerical simulations, analytical approaches, and
other design and analysis tools are presented. �DOI: 10.1115/1.2204628�

Introduction
Oscillatory and pulsatile fluid motion is ubiquitous in Nature,

yet is relatively poorly studied by engineers despite the invention
of cyclically operating engines and machines. The potential for
utilizing unsteady flows has been recognized since the early twen-
tieth century, but has been neglected as long as substantive im-
provements could be made to conceptually simple semi-static de-
vices, steady-flow devices, or crypto-steady devices �having flow
that is steady in a particular frame of reference, e.g., turboma-
chines�. Further, the inherent nonlinearity of large-amplitude wave
phenomena in compressible fluids necessitates detailed flow cal-
culations, which until recently were too laborious, expensive, or
imprecise. By understanding and exploiting complex unsteady
flows, significantly better engines and thermodynamic cycles can
be enabled for various applications.

Shock tubes, shock tunnels, pulse combustors, pulse detonation
engines, and wave rotors are a few examples of unsteady-flow
devices. The basic concept underlying these devices is the transfer
of energy by pressure waves. By generating compression and ex-
pansion waves in appropriate geometries, wave machines can
transfer energy directly between different fluids without using me-
chanical components such as pistons or vaned impellers. The ma-
jor benefits of these unsteady-flow machines is their potential to
generate large pressure changes in short time or distance �1,2�,
and to tolerate transient peak fluid pressures and temperatures that
exceed continuous exposure limits. Furthermore, wave compres-
sion is a relatively efficient process at moderate pressure ratios as
shown in Fig. 1, where shock isentropic efficiency �Shock �red� is
compared with compressor isentropic efficiency �Compressor
�green� and subsonic diffuser isentropic efficiency �Diffuser �blue�.
Figure 1 shows variations of these parameters as functions of the
pressure gain p2 / p1 obtained by a moving shock wave in a fric-
tionless channel, by a compressor with different values of poly-
tropic efficiencies, and by a diffuser with different values of total
pressure drop expressed by pt2 / pt1, respectively. The comparison
reveals that for the same pressure gain p2 / p1, the ideal shock
compression efficiency may significantly exceed the efficiency
obtained by a typical diffuser or compressor. Flow friction effects
would lower the efficiency of wave devices �3� and reduces their

efficiency advantage �not shown in Fig. 1�, but the relative advan-
tage is expected to persist. As an example, Ref. �4� has investi-
gated a feasibility study of replacing conventional diffusers used
in centrifugal compressors with the wave augmented diffuser.

Wave Rotor Machines
The essential feature of a wave rotor is an array of channels

arranged around the axis of a cylindrical drum. As schematically
shown in Fig. 2, the drum rotates between two stationary end
plates, each of which has a few ports or manifolds, controlling the
fluid flow through the channels. Through rotation, the channel
ends are periodically exposed to differing port pressures, initiating
compression, and expansion waves within the wave rotor chan-
nels. The number of ports and their positions vary for different
applications. By carefully selecting their locations and widths to
generate and utilize wave processes, a significant and efficient
transfer of energy can be obtained between flows in the connected
ducts. Thus, pressure is exchanged dynamically between fluids by
utilizing unsteady pressure waves. Unlike a steady-flow turboma-
chine that either compresses or expands the fluid, the wave rotor
accomplishes both compression and expansion within a single
component. To minimize leakage, the gap between the end plates
and the rotor has to be very small, but without contact under all
operating and thermal expansion conditions. An inverted design
with stationary channels and rotating ports is also possible �5�.
Such a configuration may be preferred for laboratory investiga-
tions for easy flow measurement in the channels where the impor-
tant dynamic interactions take place. In practical design, this ar-
rangement is mechanically inconvenient �6�.

Most designs use straight axial channels, but curved channels
can be used to create a “wave turbine” that produces shaft power.
With axial channels and matched port flow alignment, the power
required to keep the rotor at a correctly designed speed is negli-
gible �6,7�, as it only needs to overcome rotor windage and fric-
tion. In such a configuration, the rotor may be gear or belt driven
or preferably direct driven by an electrical motor �not shown�.
Alternatively, a self-driving configuration, known as the “free-
running rotor,” can drive itself by using port flow incidence on
channel walls to turn the rotor �8,9�.

There are several important advantages of wave rotor machines
relative to competing turbomachines particularly for straight-
channel rotors with no shaft power transfer. Wave rotor flows can
respond on the time scale of pressure waves with no rotational
inertia lag. Their rotational speed is low compared with turboma-
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chines, unless designed for shaft power generation, which should
result in low material stresses. However, the tip shroud offsets this
advantage somewhat, and the design must safeguard against
fatigue-induced failures in surfaces subjected to cyclic pressure
fluctuations. Wave rotor geometry can be mechanically simpler
than those of turbomachines, allowing inexpensive manufacture.
In addition the rotor channels are less prone to erosion damage
than the blades of turbomachines. This is mainly due to the lower
velocity of the working fluid in the channels, which is about one-
third of what is typical within turbomachines �6� and the absence
of flow turning. Another important advantage of wave rotors is
their self-cooling capability. In heat engine applications, the rotor
channels pass both cool air �being compressed� and hot gas �being
expanded� in the cycle at least once per rotor revolution, alternat-
ing faster than thermal diffusion rates, allowing peak cycle tem-
perature above materials limits. The rotor temperature equilibrates
between the temperature of the cooler air and the hotter gas, but
may retain axial and radial temperature variation that limits
strength and distorts sealing surfaces.

Despite generally attractive features, several challenges have
impeded the extensive commercial appearance of wave rotors.
Numerous research efforts have been carried out during the past
century to understand the complex unsteady flow and creatively
select the best wave rotor configuration for a particular applica-
tion. The obstacles have been mainly of a mechanical nature, such
as sealing and thermal expansion issues, as mentioned frequently
in this review. Nevertheless, continued impetus for energy effi-

ciency, diminishing advances of older technology, and market-
place changes have stimulated new interest in wave rotor technol-
ogy.

Four-Port Pressure-Exchange Wave Rotor Examples. A va-
riety of wave rotor configurations have been developed for differ-
ent applications. The number and azimuthal location of the wave
rotor ports along with heat addition schemes distinguish them for
different purposes. As will be shown in the next section, four-port
configurations have been used mainly as superchargers for inter-
nal combustion engines. Three-port wave rotors have been em-
ployed in pressure dividers and pressure equalizers in which the
pressures of different fluids are increased or reduced. Two-port,
four-port, five-port, and nine-port wave rotors have been investi-
gated for gas turbine engine topping applications, including some
with on-board combustion. As an application of current interest, a
four-port pressure exchange wave rotor integrated into a gas tur-
bine cycle is briefly discussed below to illustrate wave rotor op-
eration and options.

Figure 3 shows a schematic of a gas turbine cycle using a
four-port wave rotor. Following the flow path shown in Fig. 3, air
from the compressor enters the wave rotor �state 1� and is further
compressed inside the wave rotor channels. After the additional
compression of the air in the wave rotor, it discharges into the
combustion chamber �state 2�. The hot gas leaving the combustion
chamber �state 3� enters the wave rotor and compresses the air
received from the compressor �state 1�. To provide the energy
transfer to compress the air, the burned gas partially expands in
the wave rotor en route to the turbine �state 4�. In this configura-
tion, combustion takes place at a higher pressure and temperature
than in a conventional gas turbine engine with the same compres-
sor exit state, while being limited to the same turbine inlet tem-
perature. The turbine inlet total pressure is typically 15% to 20%
higher than pressure of the air delivered by the compressor �10�.
This pressure gain is in contrast to the untopped engine where the
turbine inlet pressure is always lower than the compressor dis-
charge pressure, due to the pressure loss across the combustion
chamber. As a result of the wave rotor pressure gain, more work
can be extracted from the turbine, increasing overall engine ther-
mal efficiency and specific work. For instance, a study by Rolls-
Royce Allison has predicted �11,12� significant performance im-
provements for both design point and off design operating
conditions of the Allison model 250 turboshaft engine topped by a
four-port wave rotor, as shown in Fig. 4. It compares specific shaft
horsepower and decreases in specific fuel consumption for the
topped and baseline engines as a percent improvement for the off
design points.

In the above-described wave rotor, both gas and air inlet ports

Fig. 1 Shock wave, compressor, and diffuser isentropic effi-
ciencies as functions of pressure gain

Fig. 2 Schematic configuration of a typical wave rotor

Fig. 3 Schematic of a gas turbine topped by a through-flow
four-port wave rotor
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are located on one side of the rotor while and the outlet ports are
located on the other side of the rotor. This configuration is known
as the through-flow �TF� wave rotor in the literature. Alterna-
tively, another type of wave rotor has been designed where the
fresh air enters and exits at the same end of the rotor �air casing�
while the burned gas enters and exits the rotor at the other end
�gas casing�. This configuration is called the reverse-flow �RF�
wave rotor, shown in Fig. 5. These two configurations may pro-
vide identical topping and overall performance enhancement, but
they differ substantially in their internal processes. In the TF four-
port wave rotor, both hot gas and relatively cold air traverse the
full length of the rotor, keeping the wall at a relatively uniform
intermediate temperature. This self-cooling feature of TF wave
rotors has prompted interest in them for gas turbine engine top-
ping applications where gas temperatures are high. The RF con-
figuration does not inherently result in such a self-cooled rotor.
The cold air never reaches the other end of the rotor, as seen from
Fig. 5. As a result, the air side of the rotor is relatively cool while

the gas side of the rotor is relatively hot. Thus, the RF configura-
tions have been mostly used in the relatively low-temperature ap-
plication of engine supercharging although such a configuration
for gas turbines has been also investigated �11–14�. The General
Electric Company has obtained experimental data on a gas turbine
engine enhanced by a RF wave rotor �15�.

Inner Workings of a Pressure-Exchanger. Two basic fluid-
exchange processes usually happen at least once per revolution:
the high-pressure �charging� process and the low-pressure �scav-
enging� process. In the high-pressure process, compression waves
transfer the energy directly from a fluid at a higher pressure
�driver fluid� to another fluid at a lower pressure �driven fluid�. In
the low-pressure process, the driver fluid is scavenged from the
rotor channels, generating expansion waves that allow ingestion
of a fresh low-pressure fluid into the rotor channels.

The wave process occurring inside the wave rotor channels is
customarily illustrated by the wave diagram �space-time diagram�,
where the circular motion of the rotor channels is represented on
paper in developed view by a straight translatory motion. It de-
scribes the rotor internal operation by tracing the trajectories of
the waves and gas interfaces. The wave diagram is very useful for
visualizing the wave process occurring inside the channels and
also for explaining wave rotor design parameters, i.e., port open-
ing and closing times and their locations. The utility of the wave
diagram is analogous to that of a velocity diagram for a conven-
tional turbine or compressor.

Figure 6 taken from a NASA publication �16� presents wave
diagrams for the TF �left� and the RF �right� four-port wave rotors,
showing the sequence of events occurring during one cycle within
the channels moving in the upward direction. The journey of a
channel of the wave rotor is periodic. The top of each wave dia-
gram is therefore considered to be looped around and joined to the
bottom of the diagram. This presents a fundamental requirement
in the simulation and design of wave rotors.

The events occurring in one cycle of a TF four-port wave rotor
are now described. As shown in Fig. 6, the process begins in the
bottom part of the left wave diagram, where the channel is closed
at both ends and contains medium-pressure gas at state V. As the
channel gradually opens to the relatively low-pressure outlet port,
an expansion fan originates from the leading edge of the outlet
port and propagates into the channel, discharging the gas to the
turbine. The expansion fan reflects off the left wall and reduces
the pressure and temperature inside the channel further. The inlet
port at left opens shortly �time tc�, and this depression draws fresh
air provided by the compressor into the channel. When the re-
flected expansion fan reaches the outlet port �ta�, it slows the
outflow and reflects back as compression waves, while the outlet
port then closes �tb� and halts the flow inside the channel. The
compression waves form a single shock wave as they travel to-
ward the inlet port. As the shock wave reaches the upper corner of
the inlet port �td�, it closes gradually trapping both residual gas
�D� and fresh air �C� at state Q.

The above sequence of events is called the low-pressure part of
the cycle �scavenging process�. Its purpose is to discharge a rela-
tively high-pressure gas into the turbine, partially purge the rotor
channels, and ingest fresh low-pressure air received from the com-
pressor. In the high-pressure part of the cycle �charging process�
that follows, the rotor channels are first exposed to high-pressure
burned gas from the combustion chamber. This hot gas �driver�
penetrates the channel triggering a shock wave from the lower
corner of the inlet port �te�. The shock wave runs through the
channel and causes an abrupt rise of pressure inside the channel.
As the shock wave reaches the right end of the channel, the outlet
port opens �tg� and its lower edge originates a reflected shock
wave that propagates back into the channel. The twice-
compressed flow comprising both air and once-burned gas behind
the reflected shock wave leaves the wave rotor toward the com-
bustion chamber with total pressure sufficient to overcome com-

Fig. 4 Comparison of off-design performance to baseline en-
gine performance, taken from Ref. †11‡

Fig. 5 Schematic of a gas turbine topped by a reverse-flow
four-port wave rotor
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bustor pressure loss. Detailed fluid flow investigations have sug-
gested that approximately 30% to 50% of burned gas is
recirculated to the combustion chamber in the TF configuration
�17�. A favorite case is considered when the closure of the gas
inlet port is timed �tf� with the arrival of the reflected shock wave.
At this moment, an expansion fan originates from the upper cor-
ner of the inlet port and brings the channel flow to rest. When the
expansion fan reaches the end of the channel, the outlet port
closes �th� and the flow in the rotor channels stops with the same
state V as at the starting state of the cycle. It is now ready to be
discharged into the turbine by the low-pressure process, explained
above.

The RF configuration will not be presented in detail, but the
right-hand wave diagram of Fig. 6 illustrates most features. The
cycle begins with the channel containing both hot gas and a buffer
layer separated by a contact surface. The low-pressure scavenging
part of the cycle is similar to the TF configuration. The high-
pressure part has the driver gas inlet on same side as the turbine
outlet, allowing only fresh air to be sent to the burner. The buffer
gas oscillates back and forth in the channel, never leaving it ex-
cept by gradual mixing at the contact surfaces. Buffer gas or re-
sidual gas can be avoided in pressure-exchangers that do not seek
a net pressure gain between the low-pressure ports �such as a
supercharger� or have a fifth lower pressure discharge port.

Historical Review
The following roughly chronological review attempts to sum-

marize the developments in methods and designs of major partici-
pating institutions that began before 1985. Many applications
were considered, and two or three emerged as commercial or
unique solutions, even with simplified methods of predicting com-
plex unsteady flow, perhaps because efficiency was not critical in
those applications.

The Early Work (1906–1940). The earliest pressure exchanger
proposed by Knauff in 1906 �18� did not employ the action of
pressure waves. It consisted of a cellular drum that rotates be-
tween two end plates containing several ports through which
flows with different pressures enter and leave, exchanging their
pressure. Knauff initially described curved rotor blades and in-
clined stator nozzles to provide output shaft power �pressure ex-
change engine�. Reported by Pearson �19�, Knauff in his second
1906 patent �20� and Burghard in 1913 �21� proposed a simpler
device in which pressure exchange takes place in long narrow
channel configurations �pressure exchanger� known later as the
Lebre machine following Lebre’s patent in 1928 �22�. Around
1928, Burghard proposed the utilization of pressure waves �23� in
what was termed the “dynamic pressure exchanger” to distinguish
it from the previous “static pressure exchangers.” Here, the term
“dynamic” implies the utilization of pressure waves in both com-
pression and expansion processes taking place inside the rotor
channels; hence our preferred term “wave rotor.” Limited under-
standing of unsteady fluid mechanics delayed development of the
wave rotor concept �24� until World War II.

The Brown Boveri Comprex® Pressure Wave Supercharger
(1940–1989). Brown Boveri Company �BBC�, later Asea Brown
Boveri �ABB�, in Switzerland has a long history in wave rotor
technology. As reported by Meyer �25�, BBC in the early 1940s
designed a wave rotor as a topping stage for a 1640 kW �2200 hp�
British Railways locomotive gas turbine �26–29�. An 80% power
boost and a 25% efficiency increase was expected, based on the
patents of Seippel �30–33�. The wave rotor had 30 channels rotat-
ing at 6000 rpm, with two opening ports on each side through
which air and gas entered and left. It had originally shown a
pressure ratio up to 3:1 and total efficiency of 69% in tests during
1941–1943, which correspond to 83% efficiency for each com-
pression and expansion process �25�. The first wave rotor worked

Fig. 6 Wave diagrams for through-flow „left… and reverse-flow „right… four-port wave rotors, taken from Ref. †16‡
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satisfactorily, proving the concept of wave rotor machines. How-
ever, its performance, when installed in the engine as shown in
Fig. 7, was far from expectations, apparently due to mismatched
design and crude integration �28�.

Seippel’s work, and growing practical knowledge led to the
notion of using the wave rotor as a pressure wave supercharger for
diesel engines, first by the ITE Circuit Breaker Company in the
U.S. �34–36�. In an effort jointly sponsored by the U.S. Bureau of
Aeronautics and ITE, supervised by Kantrowitz of Cornell Uni-
versity and Berchtold of ITE, the first units were manufactured
and tested on vehicle diesel engines between 1947 and 1955. As a
result of this success, a cooperative program with BBC was
started in 1955. As a manufacturer of superchargers, BBC pursued
the development of pressure-wave superchargers for diesel en-
gines �37�, collaborating with the Swiss Federal Institute of Tech-
nology �ETH Zurich�. While the first prototype was installed in a
truck engine in 1971 �38�, the supercharging of passenger car
diesel engines was started in 1978 �39,40� with a first successful
test on an Opel 2.1 l diesel engine �40,41�. Given the trade name
Comprex®, �Fig. 8�, its port arrangement indicates the use of two
operating cycles per revolution, shortening the rotor length and
reducing thermal loads. The main advantage of the Comprex®
compared with a conventional turbocharger is its rapid response to
driver demand. Light weight and compact size make this device
attractive for supercharging small engines �below about 75 kW or
100 hp� �42,43�. By 1987, the first wide application of the
Comprex® in passenger cars appeared in the Mazda 626 Capella
�8,44�, and ultimately in 150,000 Mazda diesel passenger cars
�45�. TheComprex® has been also tested successfully on vehicles
such as Mercedes-Benz �9�, Peugeot and Ferrari �37�, and on
heavy-duty engines.

The successful development of the Comprex® has been en-
abled by efforts of other researchers including: Gyarmathy �7�,
Burri �46�, Wunsch �47�, Croes �48�, Summerauer �49�, Kollbrun-
ner �50�, Jenny �51�, Keller �52�, Rebling �53�, and Schneider
�54�, others at BBC �55–68� and elsewhere �69–79�. By the end of
the 1980s, the Comprex® activity was transferred to Mazda in
Japan �24,80�, when researchers at ABB returned to the idea of
utilizing wave rotor technology for gas turbine applications
�81,82�. Nalim has reviewed ABB’s recent efforts in developing
both pressure-exchange and combustion wave rotors in Ref.
�83,84�.

During 1990s, a few groups continued research on pressure
wave superchargers. Nour Eldin and associates at the University
of Wuppertal in Germany developed a numerical method using
the theory of characteristics �85–91�. Piechna et al. at the Warsaw
University of Technology developed one-dimensional and two-
dimensional numerical codes �92–98�. Oguri et al. at Sophia Uni-
versity in Japan performed measurements on a gasoline engine
supercharged by the pressure wave supercharger �99�. Guzzella et

al. �43,100–104� at ETH in Switzerland developed a control-
oriented model that describes the engine supercharged by pressure
wave devices, with special emphasis on the modeling of transient
exhaust gas recirculation. The experimentally validated model has
introduced an optimized strategy to operate a supercharged engine
with good drivability. Finally, an investigation of Comprex® su-
percharging on diesel NOx emissions has proved fruitful in Turkey
�105�.

To date, the Comprex® has been the most commercialized of
the wave rotor devices. The Comprex® development by BBC/
ABB also has established fabrication techniques for wave rotors
in commercial quantities and produced a mature and reliable ma-
chine for internal combustion engine supercharging. For this ap-
plication, BBC/ABB has solved difficult development challenges
in sealing against leakages, noise, and thermal stress. For instance,
leakage was kept to an acceptable level by enclosing the rotor in a
pressurized casing and using a rotor material with a low thermal
expansion coefficient over the operating temperature range �37�.
Furthermore, off-design performance over the engine speed range
was improved by using pockets in the end plates to control wave
reflections �67�.

In recent years, Swissauto WENKO AG in Switzerland has de-
veloped a more sophisticated version of the pressure wave super-
charger �45�, known as the Hyprex®, for small gasoline engines.
It benefits from the new ETH control features, enabling higher
pressure ratios at low engine speeds, further reduced noise levels,
and improvement of compression efficiency at medium or high
engine speeds. The Hyprex® has been successfully demonstrated
with a two-cylinder gasoline engine in a modified Renault
Twingo, achieving very low specific fuel consumption and low
emissions.

Cornell Aeronautical Laboratory and Cornell University
(1948–2001). Inspired by the cooperation with BBC in the late
1940s, work on unsteady-flow concepts was initiated at Cornell
Aeronautical Laboratory �CAL�. Among several novel concepts
including development of energy exchangers for gas turbine
cycles and various stationary power applications �106�, the CAL

Fig. 7 Wave rotor as a topping stage for the locomotive gas
turbine, taken from Ref. †25‡

Fig. 8 The Comprex®, taken from Ref. †42‡
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Wave Superheater was built in 1958 and utilized until 1969 �29�.
The 2 m diameter Wave Superheater, photographed in Fig. 9, used
heated helium as the low molecular weight driver gas to provide a
steady stream of high-enthalpy air for a hypersonic wind tunnel
test facility. It compressed and heated air to more than 4000 K and
up to 120 atm for run times as long as 15 s. The CAL Wave
Superheater was a landmark demonstration of the high tempera-
ture capabilities of wave rotor devices �29,106�.

Around 1985, Resler, a former member of the CAL Wave Su-
perheater team, recommenced wave rotor research at Cornell Uni-
versity. His efforts with his group led to the development of new
wave rotor concepts and analytic methods for three-port wave
rotor diffusers �107�, double-wave rotor cycles �108�, five-port
wave rotors �108–113�, and supersonic combustor aircraft engines
using wave rotors �114�. Numerical modeling indicated significant
potential for reducing NOx in gas turbine engine applications by
using a wave rotor for rapid expansion of fuel-rich combustion
products. Figure 10 illustrates a double wave rotor in a gas turbine
cycle. The idea of using a compound unit consisting of two �or
multiple� wave rotors, one supercharging the other, is also re-
ported in an early German patent by Müller in 1954 �115�, as
stated by Azoury �42�.

Power Jets Ltd (1949–1967). In parallel with, but independent
of Seippel’s efforts in 1940s, Jendrassik, former chief engineer of
the Gantz Diesel Engine Company of Budapest, was working on
the development of wave rotor machines for gas turbine applica-
tions �28,116–118�. He quickly realizes its benefit for aircraft en-
gines, proposing the wave rotor as a high pressure topping stage
for early aircraft engines �119,120�. His ideas stimulated the Brit-

ish government-controlled Power Jets, Ltd. of jet-engine fame to
become active in the wave rotor field in 1949. Initial interest in IC
engine supercharging later extended to several other applications
including air-cycle refrigerators, gas turbines, pressure equalizers,
and dividers �6,24,28,118�. For instance, two prototype air-cycle
refrigerators using wave rotors were commissioned in gold mines
in India and South Africa, with the advantage of low weight and
bulk. After Jendrassik’s death in 1954, theoretical and experimen-
tal work continued at Imperial College, University of London,
directed by Spalding and Barnes, and at Ricardo �28,121�. The
experimental divider test rig at Imperial College is shown in Fig.
11. Power Jets, Ltd. efforts are detailed in company reports listed
in Ref. �6�.

Spalding of Imperial College pioneered computational methods
for wave rotors considering the effects of heat transfer and fric-
tion. It utilized novel features to ensure solutions free from insta-
bilities and physical improbabilities �28�. At the time, manual
analysis using characteristics was quite tedious, and could not
easily account for loss effects. Based on his numerical model, a
computer program was developed by Jonsson �122�, and it was
successfully applied to pressure exchangers �123–125�. Spalding’s
students, Azoury �126� and Kentfield �127�, continued their efforts
on different theoretical aspects of pressure exchangers
�6,24,28,42,118,125,128–131� despite the dissolution of Power
Jets, Ltd. in 1967 �28�.

Ruston-Hornsby Turbine Company: The Pearson Rotor
(Mid 1950s–1960). Also in the UK of the mid-1950s, the Ruston-
Hornsby Turbine Company, manufacturer of diesel engines and
industrial gas turbines, supported the construction and testing of a
different kind of wave rotor designed by Pearson �132,133�. This
unique wave rotor, known as the wave turbine engine or simply
the wave engine, has helical channels that change the direction of
the gas flows producing shaft work similar to a conventional tur-
bine blade. Pearson designed and tested his wave rotor, shown in
Fig. 12, in less than a year. The rotor has a 23 cm �9 in.� diameter
and a 7.6 cm �3 in.� length. The engine apparently worked suc-
cessfully for several hundred hours in a wide range of operating
conditions �e.g., 3000–18,000 rpm� without variable porting, and
produced up to 26 kW �35 hp� at its design point with a cycle
peak temperature of 1070 K and a thermal efficiency of around
10%. Better performance seemed possible with improvements to
overcome leakage and incomplete scavenging. The design of the
engine was based on complex wave diagrams using the method of
characteristics that accounted for internal wave reflections, and
extra ports and injection nozzles to control and cancel unwanted

Fig. 9 Photograph of the CAL Wave Supercharger, taken from
Ref. †6‡

Fig. 10 Schematic of a double wave rotor cycle, taken from
Ref. †108‡

Fig. 11 The experimental divider test rig at Imperial College,
taken from Ref. †6‡
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reflected waves. The engine had a length of only one-third of its
diameter despite having only one cycle per revolution �19�. The
sealing and bearings were carefully adapted, considering rotor
thermal expansion. Eventually, the engine was wrecked due to
over-speeding from an improperly connected fuel line, and the
project was tragically canceled when success seemed so close.
Despite the technical success achieved, Pearson failed to attract
additional funding for this radical idea.

In the early history of wave rotor technology, the Pearson rotor
and the Comprex® have performed efficiently over a wide range
of operating conditions �28,37,117�, demonstrating good off-
design performance, while the Wave Superheater was an equal
success at its narrow purpose. Yet, the Pearson rotor is notable for
producing a significant power output in addition to being a suc-
cessful pressure exchanger.

General Electric Company (1956–1963). Contemporaneously,
General Electric Company �GE� in the U.S. initiated a wave rotor
program in 1956 �15�. The work was motivated by earlier work at
NASA Langley initiated by Kantrowitz and continued by Huber
�134� during the development of a wave engine in the early 1950s
and later in 1954–1956 developing pressure gain combustors �15�.
GE studied this new configuration of wave rotor in which com-
bustion took place inside the rotor channels �internal combustion
wave rotors�. Such an arrangement eliminates the external com-
bustion chamber used in the gas turbine cycle, promising signifi-
cantly lower weight, less ducting, and a compact size. In the pe-
riod of 1956 to 1959, the methods used at NASA were analyzed,
improved and applied to the design and fabrication of the first
internal combustion wave rotor. As reported by Weber �2�, the test
rig was first tested at the California Advanced Propulsion Systems
Operation �CAPSO� of GE. After 20 s of operation, the rotor
seized between the end plates. The test demonstrated the difficulty
of clearance control between the end plates and rotor during un-
even thermal expansion. While the running clearance between the
end plates and rotor must be kept as small as possible, the rotor
tends to expand thermally due to hot gases in the rotor, while end
plates may warp. This is an especially challenging problem in the
design of combustion wave rotors with localized heating and tem-
perature gradients. Henceforth, GE resorted to inferior rubbing
seals, and tested only pressure-exchange configurations from 1960
to 1961 �15�. Despite flow leakage, respectable wave rotor overall
pressure ratios of 1.2 to 1.3 corresponded to overall temperature
ratios of 1.9 to 2.6 were achieved, measured between low-pressure
inlet and outlet ports. Meanwhile, a feasibility study was initiated
for substituting compressor stages of a T-58 GE-06 engine with a
wave rotor. It showed a considerable reduction in overall engine
weight and cost, and a 15% reduction in specific fuel consumption
rate, motivating a conceptual design layout of such an advanced
engine.

GE also pursued a wave turbine engine. Over the period from
1961 to 1963, Klapproth and his associates at GE in Ohio fabri-
cated and tested a wave engine using air-gap seals. An ideal wave
diagram of this engine is shown in Fig. 13. The engine worked
continuously, but it did not produce the anticipated net output
power. It is believed that insufficient attention was given to ac-
count for internal wave reflections, thus, the flow field calcula-

tions were inaccurate �37�. Simplifications were unavoidable at
that time and generation of wave diagrams by hand required con-
siderable time and effort and small design changes necessitated
lengthy recalculations. Although the Klapproth rotor did not pro-
duce the expected performance, it clearly demonstrated the possi-
bility of the complete energy conversion within the wave rotor.
GE development of the wave rotor was canceled in 1963, with
speculated reasons including a shift toward space exploration and
rocket propulsion �2�, and GE’s commitment to pursue large en-
gine development exclusively �15,134�.

General Power Corporation (Mid 1960s–1984). In the mid
1960s, General Power Corporation �GPC� started a wave rotor
program originally intended for a vehicle engine application �37�.
Over a period of about 20 years, GPC spent considerable time and
money to successfully design and develop wave rotors. The work
was initially supported by Ford Motor Company and later by the
Department of Energy �DOE� and the Defense Advanced Re-
search Projects Agency �DARPA�. Unfortunately, the GPC work
is poorly documented �135�. As stated by Taussig �37,117�, while
the GPC rotor shared some of the features of the Klapproth and
Pearson rotors, it differed in several aspects. Intended to produce
reactive shaft power utilizing curved blades, its performance suf-
fered from excessive blade curvatures, lack of control of reflected
waves within the device, and the absence of any strong impulsive
loading of the rotor from inlet manifolds to produce shaft work.
The latter was in contrast with the Pearson rotor that relied
heavily on impulsive loading of the rotor blades to achieve power
output. Furthermore, the GPC rotor had inadequate off-design per-
formance. Although GPC developed a computer code to obviate
manual wave pattern design, accurate calculations were still te-
dious. Ultimately, Ford withdrew its support from the wave rotor
research �136� and GPC discontinued development of the wave

Fig. 12 The Pearson rotor „left… and rear and front stator
plates „right…, taken from Ref. †132‡

Fig. 13 Ideal wave diagram of the Klapproth rotor, taken from
Ref. †15‡
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engine in the early 1980s. In 1994, the GPC engine was trans-
ferred to the University of Florida for further tests, accurate mea-
surements, and improvements of the seals. Figure 14 shows the
disassembled view of the engine. After testing under various op-
erating conditions, major modifications in the starting system,
seals and cooling, and rotor design were identified before the en-
gine become a well-characterized experimental testbed �137�.

Rolls-Royce (1965–1972). In the mid-1960s, Rolls-Royce �RR�
in the UK began numerical and experimental wave rotor research
�37�. BBC cooperated with RR in the development of pressure-
exchange wave rotors as topping spools in gas turbine applica-
tions �13�, with Berchtold of the ETH and Spalding of Imperial
College serving as consultants �24�. Considerable efforts were
made to design a wave rotor as a topping stage for a small heli-
copter engine �Allison Model 250� �138�. The BBC-RR engine
utilized a reverse-flow wave rotor incorporated into a single tur-
bine engine. Figure 15 is a rare illustration of the RR reverse-flow
wave rotor, taken from a 1965 poster. This was somewhat differ-
ent from the cycle suggested by Berchtold and Lutz �71� in BBC
gas-turbine-topping investigations, which employed a through-
flow wave rotor integrated with both low-pressure and high-

pressure turbines. BBC’s interests in wave rotors at that time were
mostly related to development of small gas turbines for passenger
cars, beset by poor efficiencies at sizes of 100 kW and smaller
�29�. While the enhanced engine operated nearly as predicated by
protracted manual design methods, performance suffered from
leakage �37�. Other difficulties related to the start-up, bearing du-
rability, fuel system complications, and control are also reported
�10�. The program was abruptly canceled in 1972 amid severe
company financial difficulties �13�. As stated by Kentfield �24�,
contemporaneous rapid progress in turbomachinery technology
may have disfavored high-risk projects, both at RR and GE. It is
emphasized that published literature is relatively meager on ef-
forts at large corporations like GE, ABB, and RR, and underlying
business strategy is rarely revealed. Internal company records, if
they survive, may contain more technical details.

Mathematical Science Northwest Inc. (1978–1985). In the
late 1970s, Mathematical Science Northwest Inc. �MSNW, later
Spectra Technology Inc.� investigated various applications of
wave rotors �29�. Under the sponsorship of DOE and DARPA,
they considered wave rotors for a broad range of stationary power
systems such as magnetohydrodynamic cycles �37�, combined
cycles integrated with gasification plants �139�, pressurized fluid-
ized bed �PFB� power systems �140�, and also propulsion and
transportation applications �117�. Significant numerical and ex-
perimental efforts included developing a laboratory wave rotor
�141–144�, shown in Fig. 16. With diameter of 45 cm, it consists
of 100 channels each with a 40 cm length. It is a four-port wave
rotor with two additional small ports provided to cancel pressure
waves at critical rotor locations providing more uniform port
flows and a higher transfer efficiency �144�. Besides successful
tests using several configurations �clearance variations, port sizes,
etc.� and various operating conditions, experiments were designed
to verify the scaling laws for predicting the performance of larger
machines �139�. The MSNW wave rotor was initially designed
based on the method of characteristics, but a one-dimensional
unsteady computer code �the FLOW code� was later used for opti-
mization �117�. Modifications led to very good agreement be-
tween the numerical and experimental results in a wide range of
operating conditions. The FLOW code, which was developed spe-
cifically for both pure pressure exchanger wave rotor and wave
engine analyses, used the flux-corrected transport algorithm solv-
ing Euler equations accounting for heat transfer, viscosity, gradual
port opening, and flow leakage. The sensitivity of wave rotor per-
formance to tip speed, port placement and size, inlet and outlet
flow conditions, channel geometry, number of channels, leakage,
and heat transfer was analyzed for both on-design and off-design

Fig. 14 Disassembled view of the GPC rotor, taken from Ref.
†137‡

Fig. 15 Reverse-flow wave rotor of Rolls-Royce
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conditions. It was concluded that heat transfer losses were negli-
gible, and leakage was recognized as a key problem for efficient
wave rotor operation. Numerical work was reported for a nine-
port wave rotor concept to resolve the problem of nonuniform port
flows and poor scavenging.

MSNW also produced preliminary wave rotor designs for a
small turbofan engine generating 600 lb thrust at sea level condi-
tion �117,145�, illustrated in Fig. 17. Performance calculations for
both on-design and off-design flight conditions using a cycle per-
formance code and the FLOW code simulation predicted significant
performance improvements of such an enhanced engine. No new
material development for such combined engines was required.
The wave rotor activity at MSNW was discontinued in the mid
1980s, for reasons not reported.

Naval Postgraduate School (1981–1986). In 1981, the Office
of Naval Research �ONR� agreed to monitor a joint DARPA/ONR
program to evaluate the wave rotor concept and its potential ap-
plication in propulsion systems �134�. Following this decision, the
Turbopropulsion Laboratory �TPL� at Naval Postgraduate School
�NPS�, directed by Shreeve, started an extensive numerical and

analytical wave rotor program. To support the accuracy of the
computational results, the wave rotor apparatus formerly used by
Klapproth at GE was transferred to TPL and some preliminary
tests were carried out. It is reported that the rotor produced some
shaft work running at approximately 5000 to 6000 rpm �146�. No
further experimental details are reported.

For numerical simulations, two different approaches to the so-
lution of the unsteady Euler equations were examined in the over-
all program. First, Eidelman developed a two-dimensional code
based on the Godunov method to analyze the flow in wave rotor
channels �147–149�. Unlike contemporary one-dimensional ap-
proaches �150�, the two-dimensional code showed the effect of
gradual opening of the channels. The main conclusion of these
studies is that if the channels are straight, the flow remains nearly
one-dimensional, which in turn leads to minimal mixing losses
caused by rotational flow in the channels �151�. However, when
the channel of the wave rotor is curved, even an instantaneous
opening of the channel does not lead to the development of a
one-dimensional flow pattern with small losses. For faster compu-
tations, a one-dimensional, first-order time-accurate code was in-

Fig. 16 Schematic of the MSNW wave rotor experimental setup, taken from Ref. †29‡

Fig. 17 Conceptual design of a turbofan engine incorporating a wave rotor, taken
from Ref. †145‡
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troduced by Mathur based on the random choice method for solv-
ing the Euler equations �152,153�. The unconditionally stable
code, called WRCOMP �wave rotor component�, calculated the
unsteady-flow process inside the wave rotor, inlet and outlet open-
ing times, and other useful design parameters required for a pre-
liminary design. The outputs from WRCOMP were used in a second
program, called ENGINE, for turbofan jet engine performance cal-
culations �154–156�, and predicted significant performance im-
provement of a turbofan engine. Some improvements to WRCOMP

code were begun �157,158�, but the wave rotor research was ter-
minated around 1986. NPS also sponsored the most comprehen-
sive wave rotor conference in 1985 �159�, which reviewed much
of the history to that point.

Recent Research and Development
Since the 1985 wave rotor workshop, there has been significant

progress in wave rotor research, supported by improved methods
that include powerful computational capabilities allowing accurate
simulation of the flow field inside the wave rotor, and modern
experimental measurement and diagnostic techniques. Improve-
ments in aerodynamic design, sealing technologies, and thermal
control methods have been sought for applications that demand
highly efficient performance. Numerous studies of the perfor-
mance benefits of wave rotor topped gas turbines underline the
motivation to obtain a quantum improvement in performance over
conventional engines. Use of a wave rotor for confined combus-
tion received renewed interest in Switzerland and the U.S., and
was further stimulated by developments in related processes of
pulsed detonation engines. The following recent and ongoing ef-
forts indicate that a modern computational methods and experi-
mental tools are allowing improved understanding, and more re-
alism in integration with conventional machines.

NASA Glenn Research Center (1988–Present). Since the late
1980s, a sustained research program at NASA Lewis �now Glenn�
Research Center �GRC�, collaborating with the U.S. Army Re-
search Laboratory �ARL� and Rolls-Royce Allison has aimed to
develop and demonstrate the benefits of wave rotor technology for
future aircraft propulsion systems �10�. In 1993, using a thermo-
dynamic approach to calculate the thermal efficiency and specific
power, Wilson and Paxson �160� published a feasibility study for
topping jet engines with wave rotors. Applied to the case of an
aircraft flying at Mach 0.8, they have shown that a wave-rotor-
topped engine may gain 1–2% in efficiency and 10–16% in spe-
cific power compared to a simple jet engine with the same overall
pressure ratio and turbine inlet temperature. In 1995, Welch et al.
�17� predicted a 19–21% increase in specific power and a 16–17%
decrease in specific fuel consumption compared with the baseline
engines for small �300 to 500 kW� and intermediate �2000 to
3000 kW� wave-rotor-enhanced turboshaft engines. A wave-rotor-
enhanced large turbofan engine, equal in thrust to the baseline
engine, showed a 6–7% reduction in thrust specific fuel consump-
tion. Welch has also studied the possibility of curving the channels
to create a wave turbine �161,162�.

Early in the program, Paxson developed a quasi-one-
dimensional gasdynamic model and a computational code to cal-
culate design geometry and off-design wave rotor performance
�163,164�. The code uses an explicit, second order, Lax-Wendroff
type TVD scheme based on the method of Roe to solve the
unsteady-flow field in an axial passage for time-varying inlet and
outlet port conditions. It employs simplified models to account for
losses due to gradual passage opening and closing, viscous and
heat transfer effects, leakage, flow incidence mismatch, and non-
uniform port flow field mixing. In order to verify wave rotor flow
predictions and to assess the effects of various loss mechanisms
�165�, a three-port wave-divider machine was constructed and
tested �166–168� in a new wave rotor laboratory facility at GRC.
Concurrently, the nonideal behavior and losses due to multi-
dimensional effects were studied by Welch �169–171� and Laro-

siliere �172,173�. Welch has also established macroscopic and
passage-averaged models to estimate the performance enhance-
ments of wave rotors �16,174�. Based on experimental data, Pax-
son further improved the one-dimensional model �165,175,176�
and used it to evaluate dynamic behavior, startup transients, and
channel area variation �177–179�. This model was then used as a
preliminary design tool to evaluate and optimize a four-port wave
rotor cycle for gas turbine topping �180�. A through-flow cycle
was chosen based on several perceived merits, including relatively
uniform rotor temperature, and the feasibility of integration with
gas turbomachinery. As a result of these studies, a new four-port
wave rotor was designed and built �181� to test the performance of
this concept under scaled laboratory conditions. A photograph of
the NASA four-port wave rotor is shown in Fig. 18. However, a
study by Rolls-Royce Allison �11� discussed further below indi-
cated that thermal loads on the rotor and ducting predicted for the
NASA wave rotor cycle in real engine conditions may be difficult
to manage. In response, Nalim and Paxson �182,183� proposed an
alternative cycle with a combustor bypass significantly lowering
thermal loads.

In 1995, Nalim at NASA published a feasibility assessment of
combustion in the channels of a wave rotor, for use as a pressure-
gain combustor �184�. Combustion prediction capability was
added to the wave rotor code by Nalim and Paxson �185�, en-
abling the exploration of wave cycles involving both detonation
and deflagration modes of combustion. A single reaction progress
variable was used for uniform mixtures, while multiple species
were represented for stratified mixtures in deflagration modes. A
single-step mixing controlled reaction was combined with a
simple eddy diffusivity model, ignition-temperature kinetics, and
a simple total-energy based flammability limit �186�. The perfor-
mance of detonative and deflagrative cycles was studied by com-
bined computational fluid dynamics and system simulation. It was
determined that deflagrative combustion with longitudinal fuel
stratification could be accomplished over a reasonable time in
wave rotors. The code’s one-dimensional detonation prediction
capability later became widely useful for study of pulse detona-
tion engines �PDE�.

Recent NASA work focused on experimental tests with special
attention to sealing technology �187–189�, identified as a critical
challenge in high-pressure wave rotor design. The worldwide re-
surgence of interest in PDE technology in the 1990s has piqued
interest and found synergies in wave rotor research, especially the
combustion wave rotor research at NASA.

Asea Brown Boveri (1989–1994). Following the successful re-
sults of the Comprex® supercharger by BBC, in 1989 BBC/ABB
commenced a three-phase research project to employ the wave
rotor concept for gas turbine engines. The first phase of the project
was aimed at testing a pressure-exchange wave rotor with external

Fig. 18 NASA four-port wave rotor
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combustion. The demonstrator engine produced 17% and 25%
increases in efficiency and specific power, respectively, compared
with the baseline engine �81�. The obtained significant perfor-
mance improvement encouraged ABB to investigate the possibil-
ity of manufacturing an integrated combustion wave rotor, started
in 1991. To explore fundamental parameters of such a constant-
volume combustion device, a rotary-valved single-channel wave
rotor was built and tested �82�. Using preheated and precom-
pressed air-propane as the working fluid, combustion measure-
ments revealed low NOx values, down to 20 ppm, at the exhaust
gas due to the short residence time �1–6 ms�.

After successful operation of the fixed single channel device,
the design of an on combustion rotating wave rotor with 36 chan-
nels was started in 1992 �82,190�. Figure 19 shows a picture of the
test rig and the cross section of the rotor channels including the
rotating shaft. The inner diameter of the rotor was 20 cm and each
channel had 16.5 cm length and 15�15 mm cross section. The
rotor was driven by an electric motor capable of up to 5000 revo-
lutions per minute. Both in the single-tube and 36-channel wave
rot engine, spark plug and hot gas-injection self-sustaining igni-
tion methods were utilized. Self-sustaining ignition was accom-
plished by employing jet injection of already-burned gas from a
neighboring channel as suggested by Keller �191�. Such an igni-
tion technique, which makes the combustion process essentially
continuous without need for pulsed methods with ignition delays,
has a good potential to enhance ignition reliability and burning
rate, and can lead to a self-sustaining engine �192–194�. During
the tests, various fuels were tried and fuel mixture was stratified
via four injection nozzles. Operating in two cycles per revolution,
the engine had high-pressure and low-pressure outflows per cycle,
enabling it to scavenge the exhaust gas in one cycle.

The prototype engine operated successfully until the project
was concluded in 1994, due to market concerns. During its opera-
tion, a number of problems were revealed and reported. They
included �i� inhomogeneous mixture in the cell, resulting in a slow
diffusion flame, �ii� maximum pressure reached was 9 bar, and
leakage caused premature ignition and misfiring at higher cham-
ber pressures, �iii� thermal stresses on the ignition ring, �iv� can-
tilever single bearing rotor support was inadequate, and �v� elec-
tromechanical device for controlling leakage gap turned out to be
very complicated and sensitive. Major remedies recommended to
make the system better include �a� lead away duct for leakage gas
removal, �b� rotor cooling by air, �c� two-sided rotor support, and
�d� mechanical control for thermal expansion.

Rolls-Royce Allison (1990–Present). Allison Engine Company
�later Rolls Royce Allison, and now Rolls Royce� was a close
partner in the NASA program. In 1996, Snyder and Fish �11,12�
of Allison Engine Company evaluated the Allison 250 turboshaft
engine as a potential platform for a wave rotor demonstration,
predicting an 18–20% increase in specific power and a 15–22%
decrease in specific fuel consumption. They used a detailed map
of the wave rotor cycle performance accomplished by Wilson and
Paxson �10,160,180�. Allison has also studied transition duct de-

signs for integration with turbomachinery �195,196�. This was
later followed by investigations of pulse detonation wave rotors in
the newly formed Allison Advanced Development Company �now
Rolls-Royce “LibertyWorks”�. A novel four-port device was pro-
posed �197,198� for supersonic turbofan engines �199�, and was
investigated in collaboration with Nalim at Indiana University
Purdue University Indianapolis �IUPUI� as discussed later.

University of Florida (1992–1998). Motivated by NASA wave
rotor successes, Lear et al. at the University of Florida initiated
analytical and numerical methods to investigate different configu-
rations of wave rotors. His team developed an unsteady two-
dimensional numerical code using a direct boundary value method
for the Euler equations to analyze the flow in wave rotors and
their adjoining ducts, treating the straight or curved channel walls
as constraints imposed via a body force term �200,201�. The code
was used to simulate the flow fields of the three-port NASA wave
rotor and the GPC wave engine �137�. They also introduced a
preliminary design method for selecting the wave engine inflow
and outflow blade angles, and an analytical thermodynamic model
�202�, which predicted potential increase in specific power of 69%
and a 6.8% increase in thermal efficiency over a conventional gas
turbine. A parametric study of gradual opening effects on wave
rotor compression processes is also reported �203�.

ONERA in France (1995–1999). Fatsis and Ribaud at the
French National Aerospace Research Establishment �ONERA�
have investigated wave rotor enhancement of gas turbines in aux-
iliary power units, turboshaft, turbojet, and turbofan engines
�14,204�, accounting for compression and expansion efficiency, as
well as mixing and pressure losses in the ducting. Their results
show the largest gains for engines with a low compressor pressure
ratio and high turbine inlet temperature, such as turboshaft en-
gines and auxiliary power units, consistent with NASA GRC stud-
ies �205�. They have also developed a one-dimensional numerical
code based on an approximate Riemann solver taking into account
viscous, thermal, and leakage losses �14,206�, and applied it to
three-port, through-flow, and reverse-flow configurations.

Recent Academic Work
Besides ongoing research mainly at NASA, Allison Advanced

Development Company �AADC�, and ETH Zurich, a few univer-
sities have been conducting wave rotor research. To the knowl-
edge of the authors, the universities listed below are active in this
field.

Purdue School of Engineering and Technology, IUPUI
(1997–Present). Recent research at Indiana University Purdue
University Indianapolis �IUPUI� by Nalim and coworkers has fo-
cused on the combustion wave rotor concept �83,84�, following
initial work at NASA described before. Deflagrative combustion
with longitudinal fuel stratification has yielded a wave rotor ge-
ometry competitive with pressure-exchanger designs using a sepa-
rate combustor �186�. Nalim has highlighted the importance of
leakage flow temperature and thermal management of end-wall
temperatures illustrating the impact of the hot ignition gas and the
cold buffer zones on the end walls. This is consistent with the
major challenges revealed by the ABB experiment �82�. Radial
stratification �207� using a pre-combustion partition has been pro-
posed to introduce a relatively cooler buffer zone close to the
leakage gaps, reducing hot gas or fuel leakage to the rotor cavity.
Figure 20 is a contour plot of the temperature contour from a
simulation of deflagrative combustion in a stoichiometric partition
region propagating into a leaner mixture in the main chamber.
Above and below the partitions, there is no fuel, and gas may leak
out or in without danger of overheating or pre-ignition. These
thermal management approaches are possible utilizing extensive
cycle design studies and analysis, and seek to alleviate the chal-
lenges previously recognized by ABB and NASA. This technique
also helps burn leaner mixtures, resulting in reduced NOx emis-

Fig. 19 ABB test rig „left… and cross section of the rotor chan-
nels „right…, taken from Ref. †190‡
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sions, similar to other pilot combustion or lean-burn techniques in
conventional engines �208�. For this approach, radial leakage
flows �209� and different combustion models �210� have been
studied in detail. These ideas have not yet been tested
experimentally.

Detonative combustion cycles for propulsion engines have been
also studied �211,212�. Interest in detonative combustion initially
focused on pulsed detonation engines �PDEs� has evolved to the
consideration of the wave rotor as an effective implementation of
the concept �213�, as the wave rotor provides automatic high-
speed valving, nearly steady inflow and outflow, and the use of
one or few steady ignition devices for multiple tubes. However,
detonative combustion is fundamentally restricted to highly ener-
getic mixtures and sufficiently large passage widths, and generates
strong pressure waves. This results in the outflow being highly
nonuniform in pressure, velocity, and possibly temperature. To
better utilize the output of a wave rotor PDE, it has been proposed
to add an ejector element to the wave rotor �214,215�. The rotary
wave ejector admits bypass air after the detonation tubes to trans-
fer energy and momentum. Numerical simulations using a quasi-
one-dimensional code, modified to account for radial-type bypass
flows, have shown that the specific impulse at static thrust condi-
tions can be doubled, after accounting for flow-turning and shock
losses, comparing with an equivalently loss-free PDE cycle. A
sample wave diagram and a schematic sketch are given in Fig. 21,
where the cold ejector gas flow is clearly distinguishable.

IUPUI has also investigated �198� the four-port detonation
wave rotor proposed by AADC �now Rolls-Royce “Liberty-
Works”� �197�, in which a recirculation duct allows air that is
compressed by the shock of a detonation wave to be reinjected
with fuel. Air-buffer regions both between the fuel/air-combusted
gas interface and at the exit end plate are inherent in the cycle
design, allowing self-cooling of the walls. The inflow and outflow
of this engine concept is designed to be nearly uniform and ac-
ceptable to modern turbines, compared to conventional rotary
detonation cycles, as shown in Fig. 22.

A computational and experimental program is currently being
conducted at IUPUI in collaboration with Rolls-Royce to investi-
gate the combustion process and performance of a wave rotor with
detonative and near-detonative internal combustion. A preliminary
design method based on a sequence of computational models has
been developed to design wave processes for testing in an experi-
mental test rig �216�.

University of Tokyo (2000–Present). Nagashima et al. have
developed one-dimensional �217� and two-dimensional �218� nu-
merical codes to simulate the flow fields inside through-flow four-
port wave rotors, including the effects of passage-to-passage leak-
age. The codes have been validated with experimental data
obtained by a single-channel wave rotor experiment. The test rig,
shown in Fig. 23, consists of a stationary single tube, and two
rotating plates connected to a shaft driven by an electric motor.
This group has also explored the idea of using wave rotors for
ultra-micro gas turbines manufactured using microfabrication
technology �219,220�.

Michigan State University (2002–Present). The MSU wave
rotor group has initiated studies to evaluate wave rotor technology
benefits for several thermal cycle applications. Two unrecuperated

microturbines �30 and 60 kW� implementing various wave-rotor-
topping cycles were predicted to have overall thermal efficiency
and specific work enhancement up to 34% for the smaller engine
and 25% for the larger engine, using a four-port wave rotor with a
compression ratio of 1.8 �221,222�. A similar approach has pre-
dicted an improvement up to 15% of overall efficiency and spe-
cific thrust in a turbojet engine using the wave-rotor-topping cycle
of 30 kW microturbine �223�. Furthermore, multi-parametric per-
formance maps for different wave rotor implementations have
been generated specifying optimum operating points for both un-
topped baseline and topped engines �224�. Using predicted perfor-
mance results, an analytical preliminary design procedure was de-
veloped for the critical high-pressure phase of four-port wave
rotors �225,226�. To validate and support the accuracy of the ana-
lytical results, comparisons with numerical results of a test case
was performed �227�.

Recently, a unique application of wave rotors in refrigeration
cycles using water �R718� as a refrigerant has also been studied
�228–231�. The wave-rotor implementation can increase effi-
ciency and reduce the size and cost of R718 units. A three-port
wave rotor has been introduced as a condensing wave rotor that
employs pressurized water to pressurize, desuperheat, and con-
dense the refrigerant vapor—all in one dynamic process. In addi-
tion to the possibility of an additional rise of the vapor pressure,

Fig. 20 Temperature distribution of partition exit flow, taken from Ref. †208‡

Fig. 21 Rotary Wave Ejector Pulse Detonation Engine, taken
from Ref. †214‡
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the condensing wave rotor eliminates the need of a bulky con-
denser because full condensation occurs inside the rotor channels.
Furthermore, adding a condensing wave rotor to a water refrigera-
tion cycle allows for a lower pressure ratio of the compressor,
which is crucial for R718 chiller technology. Figure 24 shows a
schematic of a R718 cycle using a three-port condensing wave
rotor.

Investigations of the feasibility and potential of integrating
wave rotors in microfabricated gas turbines are also being pursued
at MSU �3,232–235�. Ultra-micro gas turbines �U�GT� have
shown difficulties in obtaining high overall thermal efficiency and
output power. Utilizing wave rotor technology was suggested to
improve the performance of U�GT. The wave rotor can enhance
both the overall thermal efficiency and specific work output, based
on MSU studies that show an efficiency of the compression be-
tween 70% and 80% can be achieved in an ultra-micro wave rotor.
Several different conceptual designs for a four-port wave rotor
integrated into a baseline U�GT are reported �232�. Additionally,
in a collaboration between MSU and Warsaw University of Tech-
nology in Poland, the concept of radial-flow wave rotor configu-
ration for various gas turbines applications with an emphasize on

U�GT was introduced �234,235�. Figure 25 is an example of an
ultra-micro wave rotor playing simultaneously the role of com-
pressor, turbine and electric generator.

MSU and Warsaw University of Technology have also em-
ployed the commercial software FLUENT �236–239� to investigate
detailed gasdynamic phenomena inside axial and radial wave ro-
tors. FLUENT is capable of accounting for the major losses oc-

Fig. 22 Wave Rotor Pulse Detonation Engine, the “CVC” Engine, taken from Ref. †198‡

Fig. 23 University of Tokyo single-channel test rig, taken from
Ref. †218‡ and a personal visit
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curred inside wave rotor channels including viscous and heat
transfer losses, flow leakage between rotating channels, and
gradual opening/closing of channels to the ports, along with other
multi-dimensional features. To validate the computational results,
MSU has built a wave rotor rig �240�. Piechna at Warsaw Univer-
sity of Technology also proposed integration of a pressure ex-
changer with the internal combustion wave rotor, creating an au-
tonomous pressure wave compressor �241�.

Summary
The goal of this review was to report the continued interest in

wave rotor technology and its wide variety of applications. While
involved researchers may have state-of-the-art and historical
knowledge of this technology, it has not reached wider audiences,
limiting the opportunity for meeting needs in new fields. The fall-
ing cost of computer simulation bodes well for the study of com-
plex non-steady flow that cannot be characterized in essence by a
simple global performance equation. Naturally, recent efforts were
discussed in more detail as fuel costs, new research data and
methods, and technology innovations have provided fresh impetus
to consider the unique capabilities of wave rotor devices. Figure

26 summarizes the known history of the wave rotor research re-
viewed here, arranged broadly by geography. It appears that inter-
est in gas turbine topping cycles and IC engine supercharging
continues, but new opportunities appear, especially for small-scale
wave machines and combustion devices that may substantially
surpass conventional concepts. Continued research on sealing and
thermal expansion control are needed to solve these persistent
challenges, but it is important to understand and learn from the
approaches of earlier workers.
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Thermomechanical Design of a
Heat Exchanger for a
Recuperative Aeroengine
Within the framework programs of the EU for Efficient and Environmentally Friendly
Aero-Engines (EEFEA) MTU has developed a highly efficient cross-counter flow heat
exchanger for the application in intercooled recuperated aeroengines. This very compact
recuperator is based on the profile tube matrix arrangement invented by MTU and one of
its outstanding features is the high resistance to thermal gradients. In this paper the
combined thermomechanical design of the recuperator is presented. State-of-the-art cal-
culation procedures for heat transfer and stress analysis are combined in order to perform
a reliable life prediction of the recuperator. The thermal analysis is based upon a 3D
parametric finite element model generation. A program has been generated, which allows
the automatic generation of both the material mesh and the boundary conditions. Assump-
tions concerning the boundary conditions are presented as well as steady state and tran-
sient temperature results. The stress analysis is performed with a FEM code using essen-
tially the same computational grid as the thermal analysis. With the static temperature
fields the static loading of the profile tubes is determined. From transient thermal calcu-
lations successive 3D temperature fields are obtained which enable the determination of
creep life and LCF life of the part. Finally, vibration analysis is performed in order to
estimate the vibration stress of the profile tubes during engine operation. Together with
the static stress a Goodman diagram can be constructed. The combined analysis shows
the high life potential of the recuperator, which is important for economic operation of a
recuperative aero-engine. �DOI: 10.1115/1.1850510�

Introduction
Current turbofan aero engines have reached a very high tech-

nology level. In order to further decrease fuel consumption and
emission significantly new concepts are under investigation. MTU
has developed the concept of an Intercooled Recuperative Aero-
engine �IRA�, which is shown in Fig. 1. A more detailed descrip-
tion can be found in Refs. �1–3�. Between the LPC and HPC the
air flows through an intercooler in the bypass duct. After the HPC
the air is fed into the recuperator. The combination of these two
components guarantees a high potential of fuel savings up to 20%
against current aero-engines over a large speed range. Due to the
weight constraints of the new components, the thermomechanical
design of the recuperator is very important for the overall gain in
efficiency of the complete engine.

The basic design of the heat exchanger was developed by MTU
some time ago, also for land based applications �4–9�. Special
profiled tubes with a low aerodynamic loss and high heat transfer
coefficients are used. Some new research is ongoing in order to
further study the thermodynamics and aerodynamics of the matrix
arrangement �10�. The heat exchanger consists of two manifold
tubes �Fig. 2�. The flow from the HPC enters the upper tube �dis-
tributor� from both sides and is distributed into the 3438 U-shaped
profile tubes which are brazed into the manifold tubes and form
the core of the matrix. The lower manifold tube �collector tube�
collects the preheated air and leads it back to the combustion
chamber. The hot exhaust gas from the low pressure turbine flows
upwards through the matrix and is cooled down while heating up
the air inside the profile tubes.

The matrix consists of 256 rows of profile tubes �Fig. 3�. The

profile tubes are folded from sheet metal and welded at their mat-
ing faces. Then the profile tubes are bent into the different
U-shapes. Each profile tube is part of a tube set composed of
either 4 or 3 profile tubes �see Fig. 3�. A total of 3438 profile tubes
are required for the heat exchanger. All parts of the heat exchanger
are made of ALLOY625 except the wire-spacing and cushion
wire-netting where INCO600 material is used. While the heat ex-
changer is in service the cushion wire-netting �woven metal fiber
strips� damps the vibration and maintains the space between the
profile tubes. To hold the system together wire-spacing is thread
through the end of the cushion wire-netting. The U-shape of the
matrix makes the recuperator resistant against thermal gradients.
A cover of sheet metal is placed around the matrix in order to
stabilize the package and add some more damping to the system.

Thermal Analysis

Model. The thermal analysis task has concentrated first on the
development of a finite element model of the matrix and second
on both the prediction of steady state and transient temperature
analysis. The finite element model has been developed in MSC/
Patran. Rather than generating a single computational model of
the hex geometry, it was decided to introduce flexibility into the
model generation, so that future changes in the hex geometry
could be easily facilitated in the thermal modeling. A program was
written in the MSC programming language, PCL, which automati-
cally generates a finite element model of the hex based on ap-
proximately 40 input parameters. These input parameters define
the complete hex geometry, including overall dimensions, profile
dimensions and spacing, as well as mesh parameters defining the
fineness of the FE-mesh. In addition to the geometric parameters,
some 15 parameters define the character of the flow, both on the
air and gas sides of the hex, to facilitate the automatic generation
of the advective and convective boundary conditions for the finite
element model. More work was put into the development of this
program than the generation of the single thermal finite element
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model would have required; however, the benefits of this addi-
tional effort are clear. Model generation can be accomplished
quickly, the quality of the mesh is independent of the user, the
program is extremely flexible in terms of the range of heat ex-
changer geometries which can be handled, and perhaps most im-
portantly, future changes in the hex geometry can be rapidly ac-
commodated.

The finite element model generated by the program is shown in
Fig. 4. Due to symmetry conditions, the model need only consist
of a single slice of the hex matrix, sliced through a row of three
profile tubes on one side and four profile tubes on the other. Simi-
larly due to symmetry conditions, only one side of the matrix
needs to be modeled. Hence only half of the distributor and col-
lector manifold walls are included in the model. Despite these
simplifications arising from symmetry conditions, the model con-
sists of approximately 51000 material nodes and 33000 material
hex-8 elements.

Boundary Conditions. Boundary conditions for the thermal
analysis consist of fluid �air side and hot gas side� temperatures,
mass flows and heat transfer coefficients. The advective flow net-
work facilitates the determination of the local temperature bound-
ary conditions. Inlet temperatures are specified at the two fluid
nodes only, namely for air and gas inlet temperatures. With speci-
fied mass flow distributions, the temperature at all points in the
advective systems are determined from an energy balance. Hence
the temperature distributions in the advective systems become
coupled to the material temperature distribution and are solved
simultaneously.

In terms of the mass flow distributions, the following assump-
tions have been made: �1� the external hot gas flow is uniformly
distributed along the length of the matrix, and �2� the mass flow
on the air side from the distributor manifold into the profile tubes
is taken to be inversely proportional to the length of the profile
tube. The advective system is shown in Fig. 5. It consists of 2900
advective elements and 4500 fluid nodes.

The inlet air and gas temperatures are based on the results of a
1D performance calulation of the aeroengine. The performance
data at the recuperator inlet are given in Table I for the four
principal load cases of the design mission. Typical deterioration
increments, derived from a similar-sized non-intercooled, nonre-
cuperated engine, are added to the inlet temperatures to simulate
realistic operational conditions.

The heat transfer coefficients on the air side are determined by
correlations for turbulent flow in ducts. For the gas side correla-
tions for flow over tube bundles are used. The external surface of
the profile tubes is divided into four regions, for which the heat
transfer coefficients are determined. The regions are shown in Fig.
6. This figure also shows the interaction between the convective,
the advective and the material elements.

Radiation is not accounted for in the model; however, at the
temperature levels and temperature distribution encountered in the
hex matrix, radiative heat transfer may be neglected.

The entire mission profile is conservatively represented for pur-
poses of a LCF life analysis by a minicycle, the first part repre-
senting the initial acceleration from idle to take-off conditions and
climb to altitude, and the second part representing deceleration.

In undertaking a transient thermal analysis, the transient behav-
ior of the boundary conditions, such as hex inlet temperatures and
mass flows, during such acceleration and deceleration maneuvers
must be known. The transient behavior of the boundary conditions
was assumed from a conventional aero-engine of the same thrust
class, but without intercooling or recuperation, since no data from
an IRA engine had been available. One would expect, as a result
of the additional thermal inertia of an intercooler and recuperator,
that the IRA would have a slower thermal transient response at the
exhaust exit than a conventional engine of the same size. Hence
the use of transient data from a conventional engine is justified as
it would lead to conservative estimates of the LCF life. The tran-
sient behavior of the hex boundary conditions for the acceleration
idle-takeoff, in the form of nondimensional curves, is shown in
Fig. 7 qualitatively. Similar curves exist for the deceleration from
takeoff to ground idle, but are not reproduced in this paper.

Fig. 2 Recuperator

Fig. 1 IRA—intercooled recuperative aeroengine concept

Fig. 3 Profile tube matrix cross section
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Computational Results. Temperature calculations have been
performed for different steady-state performance points such as
‘‘end take-off’’ using the commercial program MSC/Thermal as
solver. This program allows to incorporate user defined correla-
tion, which are used for determination of the heat transfer coeffi-
cients, during an analysis run. The material temperature distribu-
tion at this point is shown in Fig. 8. Material temperatures in the
hex are far from uniform, varying considerably not only along the
length of the profile tubes, but also across the tube bundle. The

peak temperature is found not surprisingly on the leading edge of
the first profile tube, close to the collector manifold.

The transient temperature distribution was calculated for a
minicycle ‘‘idle-takeoff-idle.’’ Transient temperature results are
plotted in Fig. 9 for selected locations on the profile tubes. The
shown material temperatures are selected close to the stagnation
point of the profiles. As can be seen the heat up of the profile
tubes at different locations is relatively homogeneous during the
acceleration phase whilst the response curves during deceleration
vary significantly. The temperature curves for the locations 1F and
7F cross one another during the first few seconds of the decelera-
tion due to the latent heat of the profile tubes. While the tubes at
the location 1F are exposed directly to the lower gas temperatures,
the tubes at location 7F experience a delayed gas temperature
reduction due to the above mentioned mechanism. A similar be-
havior is seen in the transients for locations 8F and 15F, but is not
strong enough to cause a crossing of the temperature curves.

Since the first profile tube close to the collector manifold expe-
riences the highest material temperatures and the fastest response
curves during a transient change of the power setting, the region
marked with ‘‘1F’’ in Fig. 9 will be the most critical one of the
hex tubes in terms of the matrix life.

Structure Mechanical Analysis
The profile tubes with their thin wall thickness are the life de-

termining parts of the recuperator. Thus, some effort has been
made in order to perform an analytical life prediction of this part
as up to now only little practical experience has been collected.
ABAQUS was used as FEM code.

Fig. 5 Advective flow network of the thermal model

Fig. 4 Thermal FE mesh

Table 1 Recuperator inlet conditions for the four primary performance points of the thermo-
mechanical analysis

Side Property Unit End take-off Max climb Avg. cruise Reverse

Air Mass flow �kg/s� 6.83 2.39 1.7 4.16
Inlet pressure �kPa� 3091 1084 760 1826
Inlet temperature �K� 722 597 507 608

Gas Mass flow �kg/s� 9.16 3.22 2.29 5.56
Inlet pressure �kPa� 166 55 39 125
Inlet temperature �K� 944 917 888 920
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Model. In Fig. 10 a finite-element model of the matrix is
shown. Due to symmetry conditions the model is reduced to one
row with four profile tubes. Nevertheless, this model contains
more than 150 000 nodes and 28 000 twenty-noded hexaeder ele-
ments. The damping wires are modeled as multipoint constraints
between the profile tubes. The boundary conditions at the symme-
try plane of the manifold tubes were varied according to the type
of analysis.

Static Stress. Figure 11 presents the stress results of an analy-
sis with thermal load and internal pressure, which is applied as a
distributed load onto the inner surface of the profile tubes and
manifolds. Here, the static mean stress is determined, which is
used later in the Goodman-diagram together with the results from
the vibration analysis.

Creep. A nonlinear creep analysis was performed with a spe-
cial creep user subroutine developed by MTU. A mission typical
for a trans-atlantic flight was assumed. Figure 12 shows the ex-
haust gas temperature and the internal profile tube pressure during
the mission, made dimensionless with the maximum conditions
�take-off conditions�. A large number of missions was considered
and the time at each temperature level was summed up. For each

condition of this mission, 3D temperature distributions were cal-
culated. The complete material creep curves for different tempera-
tures are prepared and fed into the creep subroutine. Then for each
time step the creep velocity is determined for each node using the
Larson-Miller-Parameter and a differential creep strain is calcu-
lated. All these creep strains are summed up for each node yield-
ing the creep strain distribution. Figure 13 shows an example of
such a result. It can be seen that only in the first row which is
exposed to the hot exhaust gas at the inner small radius, where the
stress due to internal pressure is highest, a considerable creep
damage is accumulated. However, this creep damage did not ex-
ceed the limit of 1.0 for the assumed number of missions.

LCF. As the mission was appropriate for the creep simula-
tion, for a complete LCF calculation too many time steps would
have been necessary. Thus, as is usual only a mini-cycle as de-
scribed above is considered. In Fig. 14 the Mises stress results
from this mini-cycle transient analysis is presented for the maxi-
mum stress location. It can be seen that there is only a small
overshoot of about 10% in Mises stress during acceleration to

Fig. 6 Interaction between advective flow network and mate-
rial mesh at a profile tube

Fig. 7 Nondimensional transient behavior of boundary conditions during acceleration

Fig. 8 Temperature distribution at takeoff conditions
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take-off conditions against steady-state take-off conditions. The
maximum principal stress did even show less overshoot. This is
due to the U-shaped design of the profile tubes which result in this
excellent thermomechanical behavior of the matrix.

Vibration. The basis for the vibration analysis is the determi-
nation of the eigenmodes of the profile tube package. Figure 15
shows four eigenmodes out of the many hundreds of modes.

Modes 1 and 4 are the first and second bending modes in the
horizontal plane, where the matrix is relatively soft. These modes
are not crucial as long as the matrix is limited in this direction by
the side walls in the engine. Mode 3 is the first bending mode in
vertical direction and is more dangerous due to nearly no geo-
metrical constraints in this direction. All higher modes yield vi-
brations of single profile tubes against each other and are not

Fig. 9 Transient temperature response at selected profile tube locations during minicycle

Fig. 10 FE model structure mechanics
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considered as critical as the matrix is highly damped. A modal-
based steady-state dynamic analysis was performed in the fre-
quency range from 5 to 2000 Hz. A uniform 1-g excitation level
was used with 10% of critical damping. Figure 16 presents the
Mises response stress �made dimensionless with Rm� of the loca-
tion of maximum stress �see Fig. 17�. The highest stresses occur
for the first bending mode at 80 Hz. At higher frequencies, the

stress is much lower. Figure 17 shows qualitatively the vibration
stress distribution at 80 Hz. Finally it is assumed that the matrix
has a vibration excitation of 5g. With this vibration stress ampli-
tude and with the static stress determined previously a point can
be drawn into the Goodman diagram �Fig. 18�. It can be seen that
for the take-off conditions there is still some safety margin against
HCF failure. The experimental determination of vibration stress of

Fig. 11 Static Mises stress during takeoff

Fig. 12 Mission temperature and pressure
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a matrix on a shaker table and in a real engine with strain-gauges
remains a very important point in order to verify the analytical
predictions.

Conclusions
The thermomechanical procedure for the analytical life predic-

tion of a recuperator for aero engines was presented. State-of-the-
art calculation methods for thermal analysis and stress analysis
were used. The analytical life prediction including a combination
of LCF, creep and vibration has shown that the recuperator has a
life potential as usually required for aero engines. The outstanding
thermomechanical design makes this type of recuperator not only
attractive for aero-engines, but also for other applications in
power generation. The analytical analysis shows that there are still
some margins to account for difficulties which may arise in the

Fig. 13 Example evaluation creep calculation

Fig. 14 TMF analysis minicycle

Fig. 15 Some eigenmodes
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real engine �corrosion, vibration�. Now this prediction has to be
proven in practical use during future component and engine test
programs.
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Nomenclature

HPC � high pressure compressor
LPC � low pressure compressor
EGT � Exhaust gas temperature

DP � Pressure difference
Rm � Ultimate tensile stress

Fig. 17 Vibration stress distribution

Fig. 16 Stress response at 1 g excitation at location of maxi-
mum stress „Mises…

Fig. 18 Goodman diagram
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Jet Engine Model for Control and
Real-Time Simulations
The main objective of this paper is development of a simple real-time transient perfor-
mance model for jet engine control. A jet engine arrives to its most dangerous condition
during transient operation that may be triggered by fast changes of the input fuel com-
mand signal. Thus, the control system specifications are formulated to specify the maxi-
mal variance of the fuel flow command (from idle to maximum power level) during
transient maneuver. Linear and piecewise-linear techniques are not always convenient
and appropriate for turbine engine controller design. An alternative quasilinear simple/
fast engine model is discussed in this paper. This model has maximum accuracy for
maximal variance of the fuel flow input command in accordance to the jet engine control
system specifications. The fast model is obtained using the Novel Generalized Describing
Function, proposed for investigation of nonlinear control systems. The paper presents the
Novel Generalized Describing Function definition and then discusses the application of
this technique for the development a fast turbine engine simulation suitable for control
and real-time applications. Simulation results are compared between the conventional
and fast models and found to provide good agreement. �DOI: 10.1115/1.1915391�

1 Introduction
Fast engine models are applied both for off-line and on-line

simulations. Off-line fast simulations are used for engine control-
ler design using methods based on repeated simulations �Fuzzy
Logic, Neural Networks, etc.�. The on-line fast simulations are
applied for:

�a� Estimation of nonmeasurable variables �such as “stall
margin,” “equivalence ratio”�;

�b� Backup when sensors are faulty �such as rotational speed
or turbine exhaust temperature�;

�c� Model based engine control.

The aerothermal nonlinear model is the most accurate to simu-
late engine performance and thermodynamic parameters during
transient operation �1–4�. Accurate simulations of turbine engine
transient characteristics are performed by adequately modeling
power balance, unsteady flow volume dynamics �continuity and
energy storage at engine intake, combustor diffuser, combustor
chamber, exhaust diffuser and jet pipe�, heat soakage, time delay
in the combustion process �2,3�, turbine cooling, control tempera-
ture sensor response �4�, and other dynamic terms. The other
model type using nonlinear differential equations of unsteady
power balance including rotor moment of inertia �2–4� and alge-
braic aerothermal equations is described in �5–8�. These are faster
and more suited for flight simulations and control, where lower
accuracy is permissible. However, relatively long computation
time is one of the disadvantages of this engine model type. The
reason for this is the computational time required to calculate the
nonlinear algebraic equations solution at each integration step dur-
ing numerical solution of the differential equations.

Real-time models using linearization of nonlinear differential
and algebraic equations are simpler and faster �9–12�. The state
space or transfer function representation is used for transient per-
formance in this linear model type. For example, one input vari-
able �fuel flow� and four state variables �gas turbine speed, power
turbine speed, rotor torque, rotor speed� are used in the linear state
variable model of the T406 two-spool turbo-shaft engine �11,12�.

In order to generate a linear model, the nonlinear engine model is
approximated around an operating point. Partial derivatives of the
nonlinear functions, or time constants and gains of the transfer
functions, are obtained from the aerothermal models or test data
around this operating point. Linear Time Invariant �LTI� models
are not accurate for all flight conditions. However, these are
widely used for engine control �12�.

The other type, referred to as piecewise-linear �or linked� mod-
els, generates linear models at multiple operating points through-
out the engine operating envelop. The linear models are then
linked together via an interpolation scheme based upon some se-
lected scheduling parameters such as ṁf, N, M, and H. This tech-
nique allows the model’s transition between intermediate points as
the simulation goes through a transient. The piecewise-linear
modeling technique effectively allows a simplified nonlinear
model to be constructed that maintains good agreement with the
original nonlinear simulation with greatly increased simulation
speed.

Disadvantages of the linear and piecewise-linear models are
shown in the following. The main objective of this present study
is development of a simple real-time transient performance-model
for jet engine control. A jet engine arrives to its most dangerous
condition during transient operation that may be triggered by fast
changes of the input fuel command signal. Thus, control system
specifications are formulated for transient response of maximal
variance of input ṁ f�t� �from idle to maximum power level�. For
example, one spool engine control system specifications include:
static error, over-shut, settling time for maximal rotational speed
step-function response and constraints for exit turbine tempera-
ture, stall margin and equivalence ratio. Basically, small ṁf vari-
ances do not lead to compressor stall as the dynamic operating
line is located within a short distance from the static �steady state�
operating line and do not approach the surge line. There is maxi-
mal risk of the compressor stalling as well as of achieving critical
turbine temperature and equivalence ratio in transient operation
that is triggered by fast variances of ṁ f�t�. Thus, the linear engine
model, describing dynamic processes around an operating point
does not provide adequate engine behavior �and plant description�
to design a controller for the entire flight envelope. The piecewise-
linear models provide greater accuracy for fast simulations over a
wide range. However, these are not convenient for controller de-
sign due to the following reasons:
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�a� The piecewise-linear model coefficients depend on input/
output variables so it is a nonlinear model. This model is
nonlinear even at any intermediate stage because “linear”
function y=kx+b �k and b are constants� is not linear
according to linear system definition �the superposition
theorem is not valid�. So application of linear control
theory may lead to a mistaken design of the linear con-
troller throughout the engine operating envelop.

�b� Stability examination of a piecewise-linear control sys-
tem using linear theory may lead to an incorrect solution.
A nonlinear control system may be unstable while the
piecewise-linearized control system is stable at all linear
“stages” �according to the absolute stability criterion of
V. M. Popov�.

�c� Sometimes the piecewise-linear model is replaced with a
linear plant including uncertainties �linear equations with
coefficients slowly changed in any range�. Robust control
methods are applied for these plants �as Quantitative
Feedback Theory�. It is a sufficiently complicated and
inconvenient plant description of the engine controller
design to cause coefficient changes during fast transient
operation in the engine model.

�d� Partial derivative calculation for tens of nonlinear func-
tions of the aerothermal model around tens/hundreds of
operating points is complicated.

An alternative simple/fast quasilinear engine model aimed for
controller design is discussed in this paper. The novel engine
model provides maximal accuracy for the largest variance �from
minimum to maximum� of the input ṁ f�t� for different M and H.
This condition matches the engine control system specifications
which are formulated for maximal variance of the model input
ṁ f�t�. The novel model contains quasilinear differential equations
�or transfer functions� and nonlinear algebraic equations.

The fast engine model, discussed in this paper, is developed
using the Novel Generalized Describing Function �NGDF� based
on Generalized Describing Function �GDF� proposed by the first
author for investigation of nonlinear control systems �13�. In �13�,
the input signal is determined using control system specifications
by inverse solution of engine equations. In the present paper the
input signal is determined by closed-loop engine simulations. The
quasilinear approach of nonlinear functions is used in the form of
transfer functions. A simple engine controller was specially de-
signed for these simulations.

The paper presents the GDF and NGDF description and then
discusses the application of this technique for the development of
fast turbine engine simulation suitable for real-time applications
and control. Simulation results between the conventional and fast
models are compared and found to provide good agreement.

2 Dynamic Engine Model for Control and Real-Time
Simulations

2.1 Conventional Engine Model. Engine aerothermal mod-
els based on the thermodynamics of propulsion and mechanical
laws contain sets of algebraic and differential equations �1–8�:

FD�dx

dt
,x,y,u,A�x,y,u�� = 0 �2.1�

FA�x,y,u,B�x,y,u�� = 0. �2.2�
The following variables were used in the “Microjet” model �7�:

x = Ncor

y = �Ncor,ṁa,
P03

P02
,T05,SM,�,¼�

u = �ṁf,H,M� . �2.3�

Functions A and B of Eqs. �2.1� and �2.2� depend on input/output
variables. For example, the differential equation of the engine
power balance is

Cp,gt · ṁg · �T04 − T05� · �m − Cp,ac · ṁa · �T03 − T02� − altpower

=
dE

dt
, �2.4�

where

E =

I · �N · �

30
�2

2
. �2.5�

Equation �2.4� is dependent on various thermodynamic properties
�i.e., temperatures, air/gas mass flows, etc.�. These thermody-
namic properties are calculated from the set of algebraic equa-
tions. Hence a separate solution of the differential and algebraic
equations is impossible. In order to shorten computation time, it is
desirable to replace the engine model �Eqs. �2.1� and �2.2�� by an
alternative description containing a set of differential equations
that are independent of the algebraic equations.

2.2 Fast Engine Model. The following mathematical model
of an engine is proposed for a fast numerical solution:

FDq�d��x�
dt

,�x,�u,ADq��u�� = 0

FAq�x,y,u,BAq�x,y,u�� = 0

x = x0 + �x

u = u0 + �u �2.6�

FDq = set of differential equations
FAq = set of algebraic equations
u0, �u = vectors of initial values and variances of input vari-

ables u
x0, �x = vectors of initial values and variances of “state” vari-

ables x
y = vector of output variables
A and B = set of functions or constants.
Functions A of the differential equations do not depend on vari-

ables x and y of the algebraic equations.
Example of the Fast Model for “Microjet” Engine. The “Mi-

crojet” is a “small” one spool jet engine without afterburner with
convergent nozzle having maximal thrust of 170 N. For conve-
nience, the station numbers are defined in Fig. 1.

u = �ṁf,H,M�

Fig. 1 Engine stations „the drawing refers to the AMT Nether-
lands B.V. Olympus Design…
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�x = ��Ncorr,�ṁa,��P03

P02
�,�T05,�F�

x0 = �Ncorr0
,ṁa0

,�P03

P02
�

0
,T050

,F0�
y = �Ncorr,ṁacorr,

P03

P02
,T05,F,SM,�,¼�;

ṁf = ṁf0
+ �ṁf

Ncor = Ncor0
+ �Ncor

P32 = P320
+ �P32

F = F0 + �F

ṁa = ṁa0
+ �ṁa

T05 = T050
+ �T05 �2.7�

The differential equations are:

�Ncor�H,M,�ṁf�
d��Ncor�

dt
+ �Ncor = KNcor�H,M,�ṁf��ṁf

�P32�H,M,�ṁf�
d��P32�

dt
+ �P32 = KP32�H,M,�ṁf��ṁf

�F�H,M,�ṁf�
d��F�

dt
+ �F = KF�H,M,�ṁf��ṁf

�2,ṁa
�H,M,�ṁf�

d��ṁa�
dt

+ �ṁa

= Kṁa
�H,M,�ṁf���1,ṁa

�H,M,�ṁf�
d��ṁf�

dt
+ �ṁf�

�2,T05
�H,M,�ṁf�

d��T05�
dt

+ �T05 = KT05
�H,M,�ṁf�

���1,T05
�H,M,�ṁf�

d��ṁf�
dt

+ �ṁf� �2.8�

The algebraic equations are:

�P02

Pa
� = �1 + �d

�a − 1

2
M2��a/�a

−1

�T02

Ta
� = 1 +

�a − 1

2
M2

SM =

	 �P32�stall

�ṁ2acor
�stall
	

Ncor=Ncori

− 	 P32

ṁ2acor

	
Ncor=Ncori

	 P32

ṁ2acor

	
Ncor=Ncori

�P32 =
P03

P02
�

� =

ṁf

ṁa

	 ṁf

ṁa

	
stoichiometric

Fig. 2 Generalized describing function definition

Fig. 3 SIMULINK block diagram for generalized describing function calculations
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ṁ2acor
=

ṁ2a · �1 + �� ·
T02

Tref

P02

Pref

�2.9�

�In �2.9� we use an SM definition of �4�. One can find another SM
definition in �2�, p. 472.� The differential Eqs. �2.8� do not depend
on variables of the algebraic Eqs. �2.9� so they can be solved
separately. The problem is calculation of K��ṁf ,H ,M� and
���ṁf ,H ,M� in differential Eqs. �2.8�. We do not use the linear or
piecewise-linear models in this paper. Using the NGDF based on
the GDF, is discussed in the following section.

2.3 Novel Generalized Describing Function

2.3.1 Generalized Describing Function. The conventional de-
scribing function is used for investigation of periodic oscillations
in a nonlinear closed-loop control system. This method is applied
for many types of nonlinearities limited by Dirichlet conditions
for Fourier series approximation. The other limitation is the “filter
hypothesis,” i.e., it is assumed that the linear part of the nonlinear
control system rejects the highest harmonies of the Fourier series
approximation. The transient response of a practical control sys-
tem, such as an engine, often exhibits damped oscillations before
reaching steady state, or may not exhibit any oscillations at all.
Using the describing function for investigation of these systems is
either very difficult or impossible. The GDF method aimed at
investigation of nonlinear closed-loop control systems with an ar-
bitrary input signal is briefly discussed in the present section �13�.
It is assumed that the input of an open-loop nonlinear system
�such as the jet engine� is known for the GDF calculation. This
input may be obtained from control system specifications or from
simulations of the closed-loop control system. Accordingly the
input signal of a nonlinear open-loop system is approximated
for t� �t1 , t2� by the following generalized quasipolynomial
expression:

u�t� = �
i=1

k

Ui�a0i + a1it + a2it
2 + ¯ + anit

n�e−	It cos�
it + �i� ,

�2.10�

where Ui, aji, ai, 
i, and �i are constants.
The output y�t� is approximated in this time interval by

y��t� = �
i=1

k

Uie
−	it��Q0i + Q1at + Q2it

2 + ¯ + Qnit
n�cos�
it + �i�

+ �Q0i� + Q1i� t + Q2i� t2 + ¯ + Qni� tn�sin�
it + �i�� , �2.11�

where Qji, Qji� are constants.
The constant coefficients Qji and Qji� are calculated by minimi-

zation of errors:

Fig. 4 Real-time model flow chart

Fig. 5 SIMULINK block diagram for real-time simulation of the open-loop engine
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�2 =�
t1

t2

�y�t� − y��t��2dt �2.12�

or

� = maxy�t� − y��t� . �2.13�

The nonlinear system output y�t� is replaced by y��t�.
The GDF is determined as:

W�Ui,Q0i,Q1i,¼,Qni,Q0i� ,Q1i� ,¼,Qni� ,	i,
i,�i,s� =
Y��s�
U�s�

,

�2.14�

where Y��s� is the Laplace transform for Y��t�, U�s� is the Laplace
transform for input u�t�, s is a complex variable.

The nonlinear system is replaced by the “transfer function”
�2.14�, which depends on the input u�t�. The replacement has a
small error when the real input signal is similar to the one de-
scribed in Eq. �2.10�.

A simple case is described in the following �n=0 in Eq. �2.11��:

u�t� = Ue−	t cos�
t + �� �2.15�

y��t� = Ue−	t�Q cos�
t + �i� + Q sin�
t + �i�

W�U,	,
,�,s� = Q�U,	,
,�� − Q��U,	,
,��
s + 	



.

�2.16�

Note, for the conventional describing function 	=0 thus

u = U cos�
t� �2.17�

W�U,	,
,�,s� = Q�U,
� − Q��U,
�
s



. �2.18�

The GDF method is effective for many types of nonlinearities
limited by the minimization of error �2.12� �or �2.13�� and by
“generalized filter hypothesis” i.e. filtration of y� in �2.11� and
�2.15� at different time intervals �13�.

All real “plant” transfer functions have the complex variable s
in the denominator �in the characteristic polynomial�. The GDFs
�2.14� and �2.16� do not have the complex variable s in the de-
nominator. This disadvantage leads to some problem in controller
design. In addition, approximation of the open-loop system input
u(t) in the form of �2.10� �or �2.15�� is complicated.

2.3.2 Application of the Novel Generalized Describing Func-
tion for Jet Engine Fast Model. The NGDF, in the form of a
“conventional” transfer function �having a characteristic polyno-
mial with complex variable s�, is suggested in the present section.
The approximations �2.10� and �2.11� of the nonlinear system
input/output are not used in this method. NGDF is a quasilinear
dynamic model of a nonlinear system (or non-linear function) for
an arbitrary input signal. As for conventional describing function
and for GDF, parameters of NGDF depend on the open loop sys-
tem input. We assume that the input �fuel mass flow� of the open-
loop engine is known. This may be obtained from control system
specifications using inverse solution of “plant” equations for the
known closed loop output signal, or using closed loop simulations
�if it is possible�. In this paper we use the second method to obtain
a “large” input signal. To determine NGDF for the “Microjet,” the
fuel mass flow vs time was simulated using the conventional non-
linear model of the closed-loop jet engine for maximal variance of
closed loop input Ncorr,ref �from minimal to maximal values� at
different M and H. This conventional engine model is described
by nonlinear differential equations of unsteady power balance in-
cluding rotor moment of inertia �2.4� and algebraic aerothermal
equations �7�. A simple lead-lag controller has been previously
designed for these closed-loop simulations. Examples of the simu-

lated input ṁf, as well as “state” variables Ncorr, ṁa, P03/ P02, T05,
F vs time, are presented in Figs. 6–9 for different M and H �dotted
lines for the conventional engine model�. All unknown parameters
� and K in Eqs. �2.8� were calculated using the simulated data.
Equations �2.8� were rewritten in the form of transfer functions
using the Laplace transform:

Fig. 6 „a… Comparison of fuel flow „input…, corrected rotational
speed „output…, stall margin, and equivalence ratio of the
conventional/fast engine models at H=152 m, M=0.5. „b… Com-
parison of air flow, compressor pressure ratio, turbine output
temperature, and engine thrust for the conventional/fast mod-
els at H=1524 m, M=0.5. „c… Comparison of transient operating
lines in the compressor map for the conventional/fast engine
models at H=1524 m, M=0.5.
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WNcor
�s,H,M,�ṁf� =

�Ncor�s�
�ṁf�s�

=
KNcor

�H,M,�ṁf�

�Ncor
�H,M�s + 1

WP32
�s,H,M,�ṁf� =

�P32�s�
�ṁf�s�

=
KP32

�H,M,�ṁf�

�P32
�H,M,�ṁf�s + 1

WNcor
�s,H,M,�ṁf� =

�F

�ṁf�s�
=

KF�H,M,�ṁf�
�F�H,M,�ṁf�s + 1

Wṁa
�s,H,M,�ṁf� =

�ṁa�s�
�ṁf�s�

= Kṁa
�H,M,�ṁf�

�
�1,ṁa

�H,M,�ṁf�s + 1

�2,ṁa
�H,M,�ṁf�s + 1

Fig. 7 „a… Comparison of fuel flow „input…, corrected rotational
speed „output…, stall margin, and equivalence ratio of the
conventional/fast engine models at sea level and M=0.5. „b…
Comparison of air flow, compressor pressure ratio, turbine out-
put temperature, and engine thrust for the conventional/fast
models and M=0.5. „c… Comparison of transient operating lines
in the compressor map for the conventional/fast engine models
„sea level, M=0.5….

Fig. 8 „a… Comparison of fuel flow „input…, corrected rotational
speed „output…, stall margin, and equivalence ratio of the
conventional/fast engine models at H=912 m, M=0. „b… Com-
parison of air flow, compressor pressure ratio, turbine output
temperature, and engine thrust for the conventional/fast mod-
els at H=912 m, M=0. „c… Comparisons of transient operating
lines in the compressor map for the conventional/fast engine
models at H=912 m and M=0.
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WT05
�s,H,M,�ṁf� =

�T05�s�
�ṁf�s�

= KT05
�H,M,�ṁf�

�
�1,T05

�H,M,�ṁf�s + 1

�2,T05
�H,M,�ṁf�s + 1

. �2.19�

Each W term in Eqs. �2.19� is quasilinear NGDF and dependent
on M, H, �ṁf. Unknown parameters � and K of the NGDFs in Eq.
�2.19� are calculated for maximal input �ṁf at different M and H

using an error minimization algorithm presented in Fig. 2. Error
�2.13� is preferable to error �2.12� as it reduces the maximal error
to the smallest possible value while the minimization of the error
�2.12� leads to greater value of the maximal error. NGDF, as GDF,
is capable of being used for many types of nonlinearities limited
by the minimization of errors �2.12� or �2.13�. The condition of
“generalized filter” for the linear part of a nonlinear system is not
required for NGDF application.

A SIMULINK block diagram for calculation of parameters �1,
�2 and K for the “lead-lag” NGDF

W�s� = K�H,M�
�1�H,M�s + 1

�2�H,M�s + 1
�2.20�

is shown in Fig. 3. The following ��H ,M� and K�H ,M� for �2.19�
were calculated using closed loop simulations, presented in Figs.
6–9 by dashed lines:

KNcor
�H,M� = �1.20 1.10 0.94 0.75

1.47 1.34 1.10 0.94

1.80 1.57 1.30 1.18

3.22 2.69 2.12 1.80�*1e7; �rpm/�kg/s��
�2.21�

�Ncor
�H,M� = �0.230 0.208 0.175 0.147

0.235 0.209 0.170 0.155

0.291 0.234 0.195 0.206

0.524 0.384 0.302 0.328�; �s� �2.22�

KF�H,M� = �2.81 2.38 2.02 1.79

2.90 2.40 2.09 1.95

2.91 2.53 2.15 1.98

3.34 2.72 2.20 2.07��1e4; �N/�kg/s�� �2.23�

�F�H,M� = �0.317 0.303 0.172 0.110

0.390 0.311 0.200 0.121

0.390 0.361 0.220 0.159

0.760 0.573 0.266 0.190�; �s� �2.24�

KP32
�H,M� = �4.73 4.48 3.92 3.34

5.95 5.47 4.74 4.08

7.53 6.73 5.76 4.99

12.30 10.90 9.11 7.94��100; �1/�kg/s��
�2.25�

�P32
�H,M� = �0.286 0.286 0.191 0.153

0.364 0.300 0.218 0.160

0.463 0.333 0.239 0.193

0.676 0.501 0.356 0.298�; �s� �2.26�

Kṁa
�H,M� = �52.35 49.20 45.46 43.42

52.94 49.90 45.03 43.35

55.66 49.23 44.90 45.49

58.47 53.56 47.00 45.83�; �2.27�

Fig. 9 „a… Comparison of fuel flow „input…, corrected rotational
speed „output…, stall margin, and equivalence ratio of the
conventional/fast engine models at H=3040 m and M=0.7. „b…
Comparison of air flow, compressor pressure ratio, turbine out-
put temperature, and engine thrust for the conventional/fast
models at H=3040 m and M=0.7. „c… Comparison of transient
operating lines in the compressor map for the conventional/
fast engine models at H=3040 m and M=0.7.
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�1,ṁa
�H,M� = − �0.0721 0.0650 0.0668 0.0369

0.1940 0.1700 0.1150 0.0769

0.2690 0.1940 0.1242 0.0730

0.3740 0.3060 0.2090 0.1440�; �2.28�

�2,ṁa
�H,M� = �0.2700 0.2740 0.2060 0.1700

0.2250 0.2060 0.1660 0.1660

0.2210 0.2030 0.1900 0.2250

0.2440 0.2480 0.2060 0.2590�; �2.29�

KT05
�H,M� = �1.41 2.50 3.03 3.50

1.56 2.68 4.03 4.85

2.10 3.46 4.94 5.84

4.16 5.73 7.19 8.37��1e4; �K/�kg/s��
�2.30�

�1,T05
�H,M� = �2.88 1.56 0.893 0.460

3.74 1.92 0.682 0.372

3.82 1.63 0.753 0.415

2.93 1.76 1.040 0.560�; �s� �2.31�

�2,T05
�H,M� = �0.186 0.189 0.210 0.154

0.163 0.150 0.128 0.113

0.134 0.165 0.172 0.125

0.105 0.156 0.226 0.187� �s� �2.32�

In these matrices, rows match to:

H

Hmax
0; 0.25; 0.50; 1.00, �2.33�

columns match to:

M

Mmax
0; 0.3; 0.6; 1.0. �2.34�

The maximal instantaneous relative error of these calculations,
as determined in Figs. 2 and 3, is 0.03.

We used maximal variance of closed loop input �from idle to
maximal power level� for the engine simulations presented in
Figs. 6–9 to provide the maximal accuracy of the simple engine
model and to design the controller for this “dangerous” state. Pa-
rameters of the controller and of the fast model are calculated in
the following iterative process. In each iteration step the new con-
troller is generated using the fast model received from closed-loop
simulations using the controller generated in the previous iteration
step. In practice, two to three iteration steps are required for the
model and controller design. Finally the controller parameters are
defined more precisely using closed loop simulations. �This pro-
cess of controller design has not been described because of size
limitations of the present paper and will be these subject of sub-
sequent publication.�

What happens when the input signal dependent upon the sce-
nario, pilot inputs, etc. is not similar to the maximal signal used
for the fast model design? If magnitude of the current input signal
is distinguished from this maximal signal, during the engine op-
eration, then the model error increases. The error does not in-
crease significantly when the input signals differ slightly—from
the maximal so time derivatives of the nonlinear engine model
functions does not have discontinuity points �these nonlinearities
are called “weak”�. Whenever the engine fuel input command
magnitude is significantly less than the maximal, the engine op-

erational state is stable and there is less danger for stall. Therefore
less model accuracy is required for the controller design. To de-
crease this error parameters � and K in Eq. �2.19� are calculated
using different input variances �ṁf. This process is like the con-
ventional describing function or GDF calculation when param-
eters depend on the input magnitude �it is also like the piecewise-
linear model calculation�. In this case, matrices �2.21�–�2.32� are
three-dimensional. These more complicated models are “linked”
together via an interpolation scheme based upon scheduling pa-
rameters ṁf, M, and H.

3 Engine Real-Time Simulations
A flow chart of the program for one spool engine real-time

calculations using the fast model is shown in Fig. 4. One can see
that the differential Eq. �2.8� and algebraic Eq. �2.9� equations are
calculated separately. A SIMULINK block diagram for the simu-
lation is presented in Fig. 5. Each differential equation of �2.8� is
coded in the transfer function form. Examples of open-loop real-
time simulation are presented in Figs. 6–9 by the solid lines. In
these simulations input �ṁf� was matched to the engine transient
operation from idle �Ncor=65,000 rpm� to maximal power level
�Ncor=110,000 rpm�. Computation time was found to require 1–2
s for the 2–4 s engine process �Pentium III�. Hence we performed
real-time simulation. Comparison between simulations using the
fast and conventional engine models is shown in Figs. 6–9. We
used the conventional model of open loop one-spool jet engine
described in �7� and Matlab/Simulink program �8� for these simu-
lations. The conventional engine model includes the differential
equation �2.4� and 58 nonlinear aerothermal algebraic equations.
The differential equation integration was performed in SIM-
ULINK using the Euler integration scheme with constant integra-
tion step of 2 ms. Nonlinear algebraic equations are solved several
times during the numerical solution of the differential equation.
An iterative balance process is used to ensure convergence of the
algebraic equations solution within specific tolerances �0.0005�
for each integration step. The conventional model was run on the
same computer as the fast engine model. The conventional model
computation time was 200–400 s. One can see in Figs. 6–9 that
the fast engine model relative error is less than 3%–5% for all
variables.

The novel jet engine quasilinear model is no more complicated
than the linear engine model. It describes, with utmost precision,
the dynamic processes “around” the large inputs �from idle to
maximum power level� while the linear engine model has the
most precision for small variances around an operating point.
Thus, the novel engine model is preferable for jet engine control-
ler design.

4 Conclusions

�1� The NGDF method is capable of creating a simple quasi-
linear engine model using large input variances, being dif-
ferent to the linear engine model using small input vari-
ances around an operation point. This novel model is meant
to simplify controller design according to the control sys-
tem specifications which declare the limiting parameters of
maximal input response in transient operation. The fast
model can be used for real-time engine simulation. How-
ever, it may become relatively complicated for precise real-
time engine simulations with full-envelope coverage for all
possible inputs. However it is not more complicated than
the piecewise-linear model.

�2� Computation time of the fast engine model, coded in SIM-
ULINK, was found to require 1–2 s for the 2–4 s of engine
process while the computation time for the conventional
engine model was 200–400 s for the same process simula-
tion using the same implementation environments. Thus,
the real-time model requires less computation time than the
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physical process in a real engine by a factor of 2 and re-
quires less computation time than the conventional engine
model by a factor of hundreds.

�3� Comparisons between conventional and fast model simula-
tions at flight envelope: 0HHmax and 0M Mmax
prove the validity of the fast model for large input
variances.
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Nomenclature
A � set of functions or constants in nonlinear en-

gine model
aji � constant coefficients in quasipolynomial ap-

proximation of nonlinear system input
altpower � alternator power

B � set of functions or constants in nonlinear en-
gine model

Cp � specific heat at constant pressure
E � kinetic energy of engine rotor, �J�
F � thrust �N�

FA � set of algebraic equations in the conventional
engine model

FD � set of differential equations in the conventional
engine model

FAq � set of algebraic equations in the fast engine
model

FDq � set of differential equations in the fast engine
model

GDF � generalized describing function
f � fuel/air ratio

H � altitude, �feet� or �m�
I � engine rotor moment of inertia �kg m2�

K � proportional component of transfer function
M � Mach number
ṁa � air mass flow at station 3 �compressor exhaust�

�kg/s�
N � rotational speed �rpm�

NGDF � Novel generalized describing function
Poi � total pressure at station i �Pa�
SM � stall margin

s � complex variable
t � time �s�

T0i � total temperature at station i �K�
U � “magnitude” of exponent-harmonic signal

U�s� � Laplace transform for input u�t�
u � input of nonlinear system

Q, Q� � generalized describing function coefficients
W � transfer function, generalized describing

function
x � vector of “state” �intermediate� variables

Y��s� � the Laplace transform for y�
y � vector of nonlinear system output variables

y� � quasipolynomial approximation of nonlinear
system output

Greek
	 � damping coefficient �1/s�

�2 � square error
�a � specific heat ratio
� � “large” variance or absolute error
� � efficiency
� � air leakage, fraction of compressor airflow

leakage and inlet airflow
� � equivalence ratio
� � time constant �s�

 � angular velocity �1/s�
� � phase of harmonic signal �rad�

Subscripts
0 � initial value
A � algebraic equation of the engine model

Aq � algebraic equation of the engine fast model
a � air
c � compressor

cor � corrected parameter
D � differential equation of the engine model

Dq � differential equation of the engine fast model
f � fuel
g � gas
i � station number
n � nozzle and quasipolynomial power

m � mechanical �efficiency�
ref � reference value

t � turbine
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Design of Aero Gas Turbines
Using Hydrogen
Mainly owing to the dwindling fossil oil resources and the environmental concerns of
discharging greenhouse gases into the atmosphere, it is essential to find an alternative to
kerosene for civil aviation. This paper covers the main effects on aero engines when
changing to hydrogen fuel. Particularly, emission and performance issues are discussed,
but some design matters are also covered. By simply changing to hydrogen, small engine
performance gains may be obtained. The results of the calculations suggest that there is
the potential to design a combustion system using hydrogen that produces less NOx
emissions than any system using kerosene. �DOI: 10.1115/1.2179468�

1 Introduction
Globally, passenger aviation traffic is expected to grow, averag-

ing around 5.3% annually over the next 20 years �1�, implying an
almost threefold traffic volume at the end of this period. At the
same time, the greenhouse effect generated by emissions produced
by human activity, particularly carbon dioxide, has become an
increased concern. The majority of scientists today are in agree-
ment that discharging greenhouse gases into the atmosphere has
an impact on the global climate. Furthermore, the dwindling fossil
oil resources raise concerns. Finding an alternative to kerosene is
thus essential.

Taking a completely new approach for civil aviation by fueling
with liquid hydrogen, in the longer term produced from renewable
energy sources, would enable compatibility with the environment.
The civil aviation would be powered by an energy carrier that may
be produced from any energy source, by electrolysis of water. It
would reduce the unhealthy emissions in the airport vicinity, and,
even more importantly, imply a significant reduction of civil avia-
tion’s contribution to global warming. When hydrogen is burned
the emissions consist only of water vapor �H2O� and oxides of
nitrogen �NOx�. All emissions containing carbon and sulphur are
eliminated. However, looking from a systems perspective, the hy-
drogen usage may, depending on the hydrogen production
method, imply that also other pollutant emissions than H2O and
NOx are generated.

Although offering great prospects, use of liquid hydrogen as an
aviation fuel poses formidable challenges regarding technical de-
velopment, development of feasible, efficient hydrogen produc-
tion methods, handling, and aircraft design. As for the aero en-
gine, the cycle and combustion chamber design need careful
attention to secure a safe and reliable operation, as well as to
exploit fully the favorable properties offered by using hydrogen
for aero gas turbines. The engine could be designed either with a
minimum number of hardware changes or by employing uncon-
ventional cycles, which exploit the cryogenic properties of hydro-
gen, in order to improve the performance.

This paper covers the main effects on aero gas turbines when
changing to hydrogen fuel, with emphasis on environmental is-
sues. The objective is to answer the question of whether there are
any significant gains, in terms of engine performance and pollut-
ant emissions, as well as to assess the technical feasibility of
changing to hydrogen fuel. For reasons discussed below, there
might be the potential for lowering the NOx emissions compared
to conventional kerosene combustors. Using simulation tools, the

potential of achieving low-NOx emissions is illustrated for a con-
ventional as well as for a hydrogen-fueled engine by calculating
the flame temperature for relevant operating conditions. Different
engine cycle layouts are evaluated, and the consequences on
design-point performance are quantified. Design and operational
matters of particular interest when using hydrogen are also
discussed.

This paper is divided into five sections. In Sec. 2, the issues
related to engine performance are raised; in Sec. 3, the effects on
pollutant emissions of using hydrogen are covered; in Sec. 4,
some design and operational matters of interest when using hy-
drogen are discussed; and finally, the conclusions are summarized
in Sec. 5.

2 Engine Performance
When burning hydrogen in an aero gas turbine there are several

issues that need to be regarded. In addition to redesigning the
combustion chamber, the minimum change that needs to be
adopted with the engine cycle is the implementation of facilities to
evaporate the hydrogen �which is stored in the tanks in a liquid
state� prior to its entry into the combustion chamber. The fuel
heating can be accomplished either by an external heat source or a
heat exchanger �HE� located at a suitable engine location. Placing
the HE outside the engine does not affect the engine performance;
however, it might cause practical problems when the fuel system
is integrated with the other aircraft systems. Available external
heat sources are, for instance, cooling systems of hydraulic fluids,
pumps, electric equipment, and the cabin area �2�.

Looking at the option of employing a HE, there are various
possible engine locations that have been studied within the Euro-
pean Commission–�EC�-sponsored project, CRYOPLANE �2–5�.
When deciding where to place the HE, possible benefits in perfor-
mance need to be weighed against increased engine complexity
and safety issues. Aiming at minimizing the number of hardware
changes and prioritizing safety issues, a HE located at the LPT
�low-pressure turbine� exit is employed here. Other possible en-
gine configurations are discussed in Sec. 2.4.

In Sec. 2.1, the engine used in the simulations is described. The
heat exchanger is analyzed in Sec. 2.2, including an approximate
assessment of the heat-transferring area that would be required if
the struts in the exhaust are to be employed to heat up the hydro-
gen. A detailed design of a heat exchanger is beyond the scope of
this paper. Effects on performance are illustrated in Sec. 2.3 by
carrying out engine simulations. In addition, a number of sug-
gested unconventional engine cycle configurations are described
and discussed �Sec. 2.4�.

2.1 Choice of Engine for Simulations. In order to investigate
the consequences on performance when changing to hydrogen, a
particular engine, namely, the V2527-A5 engine, is simulated.

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2003; final manuscript received March 1, 2004. Review con-
ducted by A. J. Strazisar. Paper presented at the International Gas Turbine and
Aeroengine Congress and Exhibition, Vienna, Austria, Paper No. GT2004-53349.
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This is a two-shaft boosted turbofan engine suitable for short- and
medium-range aircraft. The jets from the bypass and core are un-
mixed. It features a single-stage fan, a four-stage low-pressure
�LP� compressor and a ten-stage high-pressure �HP� compressor.
The HP inlet guide vane and the first three vane stages are variable
�not modeled in the calculations�. The HP and LP turbines feature
two and five stages, respectively. The reason for choosing this
engine is that it is a typical, reasonably modern, medium-thrust
turbofan engine and that there are sufficient public data on it to
create a sufficiently detailed model of its performance. Further-
more, this engine is suitable for the main study aircraft within the
Cryoplane project, namely, the A320, on which this work is based.

With small modifications �lower HP-compressor �HPC� isentro-
pic efficiency and inclusion of losses in the exhaust duct�, the
model is based on the one proposed within the CRYOPLANE
project �2,4,5�. Also, as opposed to their model, a thrust coeffi-
cient, which is calculated depending on the expansion ratio of the
nozzle and hence varies with the operating condition, is applied
here. Using this methodology, a thrust coefficient equal to about
0.98 is applied. In total, therefore, a slightly decreased perfor-
mance in terms of specific fuel consumption �SFC� and specific
thrust �SPT� is obtained here compared to that presented in the
CRYOPLANE project. The main design parameters at the design
point are as follows:

• Design point: takeoff �T/O�, static sea level, ISA+10 K
• BPR: 4.8
• OPR: 28.5 �1.5�2.0�9.5�
• Thrust: 117.9 kN

Reasonable component efficiencies are applied and pressure
losses in intake, bypass duct, combustor, and exhaust duct are
included. Neither overboard bleed nor power extraction is
included.

To enable higher turbine entry temperatures than the maximum
allowable metal temperature, cooling of hot parts is required. This
is accomplished by bleeding off a part of the compressed air
which then passes through cooling passages inside the blades.
Generally, the NGV �nozzle guide vane� and HP turbine rotor
need to be cooled. Also air needs to be taken off for sealing,
aiming to stop expanding gases from penetrating the disk system.
In order to simulate these effects, the same numbers as applied by
Boggia et al. �2� are applied. It is assumed that 15% of the core air
is bled off after the HP compressor. Depending on where expan-
sion work takes place, this air is mixed with the hot gases at
different points along the expansion. To simulate NGV cooling,
12.5% of the bleed is injected immediately before the HP turbine,
and the remaining 2.5% is injected immediately before the LP
turbine to be used for HP rotor cooling and seals.

2.2 Evaluation of Heat Exchangers. Practically, the heat ex-
changing might be accomplished by employing the struts, which
are the mechanical structures in the exhaust that hold the rotors in
place and are connecting the outer structure of the bearings. These
are already-existing structures that do not add any pressure loss
and do not cause any significant changes in engine complexity or
engine weight. The idea is to pass the hydrogen through the hol-
low struts, which are heated on the outside by the exhaust gases.
There are, however, safety issues associated with this design, due
to the potential detrimental consequences of a fuel leak. In order
to employ this idea, the design would have to meet the airworthi-
ness requirement. Alternatively, the HE could feature a simple coil
tube placed over the inside face of the jet pipe casing, avoiding
major engine changes and giving a relatively aerodynamically
clean jet pipe �3�.

In order to obtain a stable combustion and to avoid the critical
temperature where density and viscosity of the hydrogen varies
essentially with temperature �which is �60 K�, the hydrogen
needs to be heated up prior to its entry into the combustion cham-
ber. Furthermore, hydrogen reliquefaction across the fuel nozzle

due to the pressure drop is prevented by the fuel preheating. For
these reasons, it was suggested within the CRYOPLANE project
that the temperature of the hydrogen prior to the combustion
chamber should exceed 150 K �3�. In the subsequent calculations,
a fuel injection temperature of 250 K is used.

The energy necessary to raise the fuel temperature to the re-
quired value is taken into account by decreasing the exhaust
gases’ total temperature before the nozzle expansion, which, in
turn, decreases the thrust output slightly. The temperature drop is
calculated by employing the conservation of energy equation for a
steady-flow system �6�, with the notations given in Fig. 1

Q − E = � Wouthout − � Winhin �1�

where Q denotes heat transfer, E denotes work input �or output�,
W denotes mass flow, and h denotes enthalpy. The left-hand side
of the equation is equal to the total energy crossing the control
volume boundary as heat and work per unit time. The right-hand
side is equal to the change in total energy of the control volume
per unit of time �potential and kinetic energy is neglected�. Ne-
glecting any heat losses of the heat exchanger �Q=0�, the left-
hand side is equal to zero, thus,

Wg�hg,in − hg,out� = WH2
�hH2out − hH2in� �2�

Knowing the mass flows, the inlet condition for the combustion
gases �subscript g� as well as the inlet and the required outlet
condition for the hydrogen for a certain operating point, the en-
thalpy of the gases at the outlet may be calculated and, thereby,
also the temperature drop of the gas flow. The hydrogen inlet
temperature is assumed to be 24 K. In accordance with the meth-
odology for recuperators, a thermal effectiveness � �based on the
assumption of equal specific heats of the two streams� of the HE
may be defined as the ratio of hydrogen temperature rise to the
ideal value, the latter being the difference between the gas and
hydrogen inlet air temperatures �7�

� =
TH2out − TH2in

Tg,in − TH2in
�3�

In the calculations, the effectiveness is computed for the design
point using Eq. �3�, and for off-design conditions, the temperature
drop prior to the exhaust nozzle is calculated by assuming that the
effectiveness is preserved. In practice, during part load conditions,
the effectiveness increases as physical mass flow reduces while
the volume or area remains fixed �7�. However, as the temperature
drop in the exhaust has a small influence on the thrust output, the
exclusion of increased effectiveness for decreased power settings
will have a negligible effect on the off-design performance.

Knowing the required heat transfer Q to heat up the hydrogen

Fig. 1 Notations for a heat exchanger to evaporate the
hydrogen
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as desired and the temperatures of the gas and hydrogen in and out
of the heat exchanger, the area A, required to accomplish the heat
exchange can be estimated. Note that this Q is different from the
Q used in Eq. �1�, which concerned heat fluxes across the bound-
aries of the control volume. The objective here is to estimate,
approximately, the area requirement if using the struts to evapo-
rate the hydrogen. From the definition of the overall heat transfer
coefficient U, the heat transfer for a heat exchanger can be written
as �8�

Q = UA�Tm �4�

where �Tm is the overall mean temperature difference for the heat
exchanger. If effects of fouling are neglected and the overall sur-
face efficiency is assumed equal to 1, the total thermal resistance
to heat transfer between two fluids can be expressed as the sum of
the thermal resistance for convection on the hot and cold sides,
respectively, and the thermal resistance for conduction �8�

1

UA
=

1

��A�h
+

b

�AHE
+

1

��A�c
�5�

where � is the convection heat transfer coefficient, b is the wall
thickness �between the hot and cold fluids�, � is the thermal con-
ductivity of the heat exchanger material, and subscripts h and c
refer to the hot and cold sides of the heat exchanger �HE�, respec-
tively. The expression for �Tm is dependent on the directions of
the flow streams within the heat exchanger, i.e., whether it is a
parallel-flow or counterflow heat exchanger. In addition, it could
be a mix of these types. As for the case discussed here to warm up
the hydrogen, the heat exchanger appears to be more like a coun-
terflow type. Following Incropera and DeWitt �8�, the appropriate
mean temperature difference for a heat exchanger is a log mean
temperature difference. For a counterflow heat exchanger, the fol-
lowing expression for the log mean temperature difference is
derived:

�Tm = �Tlm =
�Th,out − Tc,in� − �Th,in − Tc,out�

ln�Th,out − Tc,in

Th,in − Tc,out
�

�6�

The heat transfer coefficient is estimated using the Nusselt
number, defined as

Nu 	
�L

� f
�7�

where L is a characteristic length of the heat transferring object
and � f is the thermal conductivity of the fluid in question. Con-
sidering the option of employing the struts to evaporate the hy-
drogen, the heat transferring area is assumed to be a flat plate in
parallel flow. According to Incropera and DeWitt �8�, the Nusselt
number can be shown to be a function only of a dimensionless
length parameter, Reynolds number �Re� and Prandtl number �Pr�.
Assuming a flat plate in parallel flow and that the flow is turbu-
lent, i.e., the Reynolds number of a strut is larger than the critical
value of 5�105, an average Nusselt number can be determined by
�8�

NuL = Pr1/3�0.037�Re4/5 − 871�� �8�

This equation is valid for 0.6�Pr�60 and 5�105�Re�108.
In this context an approximate number on area requirement is

sufficient. Therefore, a number of simplifying assumptions are
made, in accordance with guidance from Sundén �9�. The thermal
resistance for conduction �second term of the right-hand side of
Eq. �5�� is expected to be small in comparison to the resistance
terms for convection. Furthermore, the convection heat transfer
coefficient on the cold side �c, where the fluid is a mixture of
liquid and gaseous hydrogen, is expected to be essentially higher
than that on the hot side at which the fluid is a warm gas of high
velocity. For these reasons, therefore, the thermal resistance is

assumed only to be constituted of the thermal resistance for con-
vection on the hot side. An area assessment based on these sim-
plifications indicates a minimum area requirement, as the thermal
resistances for conduction and convection on the cold side are
neglected.

Using TURBOMATCH �Cranfield University’s own software for
gas turbine engine design/off-design performance calculations�,
the required heat transfer, the temperature of the gas flow at inlet
and outlet, and the exhaust velocity are calculated for the design
point for the V2527-A5 engine �as shown later, the operating
point corresponds to the third column in Table 3�. The version of
TURBOMATCH employed here is changed to enable simulation of
hydrogen-fueled engines �5�. Relevant heat exchanger conditions
are listed in Table 1 and approximate dimensions of the exhaust
struts are given in Table 2.

Assuming that the thermophysical properties of the exhaust
gases are approximately equal to those of air at atmospheric pres-
sure at the average gas temperature and taking the chord of the
struts as the characteristic length, the flow turns out to be turbu-
lent, i.e., the Reynolds number is larger than the critical value
�5�105�. Using Eqs. �8� and �7�, the average convection heat
transfer coefficient becomes 400.9 W/m2 K. Equation �6� gives a
log mean temperature difference, �Tlm, equal to 637.5 K. Com-
bining Eqs. �4� and �5�, a minimum heat-transferring area at the
gas side equal to 5.5 m2 is obtained.

Considering the approximate strut dimensions, the total area on
the gas side becomes �0.82 m2, which is significantly less than
the magnitude required to heat up the hydrogen from 24 K to
250 K. Thus, in order to employ the struts as the heat exchanger,
an additional heat source, such as an external system, is needed.
The simplified calculations outlined here suggest that the struts
would be sufficient to heat up the hydrogen only by about
25–30 K. One option would, therefore, be to use an external heat
source for the remaining temperature rise prior to the struts. An
alternative is to place a heat exchanger in the exhaust, featuring a
simple coil tube placed over the inside face of the jet pipe casing.
Although this solution may incur additional pressure losses in the
exhaust, it is, as discussed previously, believed that it would give
a relatively aerodynamically clean jet pipe.

In all calculations presented in this paper, the energy necessary
to raise the fuel temperature from the storage temperature is taken
into account by decreasing the exhaust gas temperature accord-
ingly. A detailed design of a heat exchanger is beyond the scope of
this paper, and no reasonable figures on possible losses due to the

Table 1 Relevant heat exchanger conditions

Parameter Value

Q �kW� 1403.5
Vg,out �m/s� 450.9
Tg,in �K� 789.7
Tg,out �K� 770.6
TH2in �K� 24
TH2out �K� 250

Table 2 Approximate dimensions of the V2500 exhaust struts
†10‡

Parameter Value

Chord �mm� 173
Root radius, inlet �mm� 259
Root radius, outlet �mm� 230
Tip radius, inlet �mm� 461
Tip radius, outlet �mm� 422
Thickness �mm� 35
Lean �deg� 10
Number of struts Unknown, �12

756 / Vol. 128, OCTOBER 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



inclusion of a heat exchanger are available. Therefore, no other
effects of a heat exchanger than an exhaust gas temperature drop
are taken into account in subsequent calculations. Investigating
the design of a heat exchanger and its consequences on engine
performance and weight is recommended as further work.

2.3 Engine Performance Estimations. The effects on the en-
gine performance by changing to hydrogen fuel are estimated for
the V2527-A5 engine using TURBOMATCH. Three engines with the
same bypass ratio �BPR�, overall pressure ratio �OPR�, and inlet
mass flow—one using kerosene and two using hydrogen—are
simulated for the design point. When changing to hydrogen, either
the combustor outlet temperature or the net thrust could be re-
tained. Performance data for these two options together with the
datum engine burning kerosene are shown in Table 3.

Because of the considerably higher heating value of hydrogen,
the fuel flow to achieve the same combustor outlet temperature
�COT� or net thrust is reduced by almost two-thirds. When the
COT is preserved, the net thrust increases by 3.2% for this par-
ticular case, resulting in a corresponding increased specific thrust.
The energy consumption, reflected here as energy specific fuel
consumption �ESFC� �SFC times the lower heating value�, in-
creases slightly, but less than �1%. Despite the fact that the mass
flow through the core nozzle decreases, the velocity increases and
a smaller nozzle area is required. The other option considered is to
retain the net thrust. This is obtained by lowering the COT by
33 K. In terms of energy consumption, this is slightly beneficial,
since ESFC decreases by 1.4%. The values of area, nozzle mass
flow, and velocity of the bypass stream are not displayed, since
they do not change when changing fuel.

Following Boggia and Jackson �4�, the performance improve-
ments could be explained by the two fundamental changes when
using hydrogen: reduced mass flow and changed composition of
the gases expanding through the turbine�s�. Whereas the latter
improves the performance, the former deteriorates the perfor-
mance. Reduced mass flow through the turbine lowers the thrust
output for two reasons. Decreasing the fuel flow implies that the
exhaust mass flow decreases accordingly �see Table 3�; hence,
without any variation in gas composition, the thrust output de-
creases. For the computed cases, the mass flow through the core
nozzle decreases by �1%. In addition, a reduced mass flow
through the turbine will result in a higher total temperature drop
and, thereby, also a total pressure drop across the turbine in order
to deliver the same amount of power to the compressor. As a
consequence of the lower total temperature and pressure at the
turbine exit, both the pressure thrust �thrust due to different pres-
sure at engine inlet and exit� and the momentum thrust decrease.
The latter is an effect of decreased core nozzle velocity.

However, the loss in thrust due to reduced mass flow is offset
by the increased thrust owing to changed properties of the com-
bustion products �4�. With the use of hydrogen, the combustion
products contain no CO2 and a larger portion of H2O, which has a
higher Cp value than CO2. Having investigated a simple turbojet

engine, Boggia and Jackson �4� concluded that the Cp value has
increased by �4% in the hot section of the engine when changing
to hydrogen fuel use. Increased Cp value through the turbine will
similarly, but in the opposite direction as reduced mass flow, af-
fect the performance. For a fixed power output, it will cause
smaller total temperature and pressure drops across the turbine.
Provided that the core nozzle is not choked, a larger nozzle ex-
pansion ratio will result in a larger exhaust velocity, which, in
turn, will increase the momentum thrust. In total, the positive
effect of increased Cp value outweighs the effect of reduced mass
flow and, hence, results in an increased net thrust when switching
to hydrogen and retaining the COT.

Since ESFC does not decrease when changing to hydrogen and
preserving the COT, slightly more fuel in terms of energy is re-
quired when burning hydrogen to attain a certain COT for the
configuration investigated here. It should be pointed out that the
energy consumption to attain a certain COT is highly dependent
on the fuel-injection temperature and the location of the heat ex-
changer �HE� used to evaporate the liquid hydrogen. By heating
the fuel more, it is possible to achieve performance benefits �see
Sec. 2.4�.

The effects on engine performance are quite small, but still
there are some desired features that could be exploited. If the COT
is kept the same, the turbine entry temperature �TET� is also about
the same, thus requiring the same cooling technology. An in-
creased specific thrust implies that the inlet mass flow, and
thereby the physical size of the engine, may be reduced to achieve
the same net thrust. The in-flight performance will, in turn, be
beneficially affected through reduced engine drag and weight.
However, to fully address the mission performance of a cryoplane
compared with a conventional aircraft, the increased thrust re-
quirement at cruise needs to be included �see �11��.

As for the option of lowering the COT to preserve the net
thrust, there are a few interesting consequences worth mentioning.
The decrease in TET of more than 30 K will require less advanced
cooling technology as well as having a favorable effect on turbine
blade life. The lowered ESFC will reduce the amount of energy
that needs to be provided by the fuel for a certain thrust level.
Moreover, designing for a lower maximum cycle temperature will
help to suppress the NOx emissions �see Sec. 3.1�.

2.4 Unconventional Engine Cycles. As for the case of
evaporating the hydrogen using a HE suited within the engine
cycle, the cryogenic properties of hydrogen could be exploited to
improve the performance through the usage of unconventional
cycles. Some of these cycles are also proposed for kerosene-
powered cycles; however, the main advantage when using hydro-
gen is the involvement of an additional fluid with favorable prop-
erties. Considering unconventional designs, there are basically
four options, and various combinations of these that could be
employed �2,4,5,12,13�:

• preheating the hydrogen fuel with exhaust gases
• cooling the compressor air with hydrogen fuel
• cooling turbine cooling air with hydrogen fuel
• hydrogen topping cycle

The design principle, objectives, advantages, and drawbacks of
these concepts are outlined in Secs. 2.4.1–2.4.5.

2.4.1 Pre-heating the Hydrogen Fuel With Exhaust Gases. If
the hydrogen was to be evaporated using a heat source within the
engine cycle, a HE suited at the LPT exit is considered to be the
safest solution. This configuration also would impose the mini-
mum number of hardware changes. Using this configuration and
heating the hydrogen to the minimum fuel temperature imposed
by fuel system control needs was considered to be the “conven-
tional” hydrogen engine configuration within the CRYOPLANE
project �3�. However, by heating the fuel more, a larger amount of
energy needs to be taken out of the exhaust flow, but on the other

Table 3 Performance comparison at takeoff conditions

Kerosene H2 COT � �%� H2 FN � �%�

W1 �kg/s� 369.3 369.3 – 369.3 –
WF �kg/s� 1.167 0.4369 −62.6 0.4136 −64.6
FN �kN� 117.9 121.7 3.2 117.9 –
COT �K� 1555 1555 – 1522 −2.2
TET �K� 1471 1473 0.2 1443 −1.9
SFC �g/kN s� 9.8999 3.5909 −63.7 3.5092 −64.6
ESFC �J /N s� 426.9 430.9 0.9 421.1 −1.4
SPT �m/s� 319.2 329.5 3.2 319.2 –
Acorenoz �m2� 0.3343 0.2862 −14.4 0.3228 −3.4
Woutcore �kg/s� 64.839 64.109 −1.1 64.086 −1.2
Voutcore �m/s� 387.8 450.9 16.3 391.9 1.1
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hand, less fuel would be required to achieve a certain COT,
thereby providing performance benefits. In order to extract more
energy from the exhaust flow, the HE needs to be designed for a
higher thermal effectiveness, which implies that the physical size
needs to be increased.

By repeating the calculations for the engine discussed in Sec.
2.3 �without re-optimizing the outer-fan pressure ratio� for a fuel
temperature of 600 K instead of 250 K and preserving the COT, it
was found that the ESFC decreased to 414.2 J /N s, the net thrust
decreased to 120.7 kN, and the HE thermal effectiveness �Eq. �1��
needs to be increased from 0.295 to 0.755. Thus, at the expense of
a significantly increased HE effectiveness and a slightly decreased
net thrust, the energy consumption to attain the same COT may be
decreased by 3.7% as compared to the kerosene-fueled engine. As
hydrogen has a high Cp value, it is capable of capturing large
amounts of energy, hence, reducing the ESFC �2�. The small
thrust loss is explained by the increased temperature drop prior to
the exhaust nozzle.

Although an effectiveness of 0.755 is not large compared to
those of recuperators, which are designed for an effectiveness of
about 0.8, it might not be reasonable to exclude pressure losses in
the exhaust nozzle when evaluating the engine performance. If an
external heat source is not employed, a heat exchanger suited at
the LPT exit to increase the fuel temperature to 600 K might give
rise to non-negligible pressure losses in the exhaust nozzle.

These results are in agreement with the results of Boggia et al.
�2�, who found that the SFC decreased by 3.9%, while the SPT
decreased slightly, by 0.8%, when heating the fuel to 600 K in-
stead of 250 K.

2.4.2 Cooling the Compressor Air With Hydrogen Fuel. As the
compression work is roughly proportional to the temperature rise
across the compressor �assuming constant Cp�, cooling the com-
pressor air offers performance advantages. If the compressor out-
let temperature is fixed, the OPR could be increased, which
mainly affects the SFC beneficially. Alternatively, the excessive
work could be used to provide a higher fan pressure ratio, thus
giving a higher fan thrust.

The compressor air could be cooled before the compressor �pre-
cooling�, between the HP and LP compressor �intercooling�, or
continuously during the compression process. The latter is accom-
plished through the cooling of the stator and intermediate guide
vanes along the compression process. This technique offers the
highest performance gains, but technically, it is also the most
complicated method to use �13�.

Using a HE suited before the booster inlet of the V2527-A5
engine, Boggia et al. �2� found that the SFC decreased by 5.7%
and the SPT increased by 6.7% compared to their reference cycle.
To obtain these benefits, they did increase the OPR and BPR, and
even when the increased weight �due to the heat exchanger� is
included, the performance is improved because the thrust to
weight ratio is increased by 1.2%.

There are, however, problems with designs featuring a HE at
engine inlet. In addition to the increased engine weight and com-
plexity owing to the inclusion of a HE, the main disadvantage of
this concept is the risk of foreign object damage �3�. Another
problem, which is particularly pronounced for precooled cycles, is
the risk of icing on the air side of the HE. If the air is cooled
below the equilibrium temperature at which the partial pressure of
the water vapor is equal to its vapor pressure, water vapor will
deposit out on the HE walls directly as an ice film �13�. Ice and
frost formation initially tend to increase the heat transfer coeffi-
cient, but, eventually, clogging will occur and, consequently, the
air flow will be reduced. Nevertheless, Payzer and Renninger �13�
concluded that air-to-fuel HEs that fully justify the engine fuel
flow without air side freezing can be accomplished.

2.4.3 Cooling Turbine Cooling Air With Hydrogen Fuel. Nor-
mally, the NGVs and the rotor of the HP turbine need to be cooled
as the TET exceeds the maximum allowable metal temperature.

This is accomplished by bleeding off a portion of the compressed
air that is passed through cooling passages inside the blades. By
cooling the bleed air using the hydrogen fuel in a hydrogen-to-air
HE, the blade cooling is made more effective and, hence, the
maximum allowable TET is increased. The energy output of the
core is highly dependent on the level of TET. If it is increased,
more energy needs to be provided through the fuel, but the thrust
output increases significantly. By employing this concept �increas-
ing TET by 140 K� and redesigning the cycle through increased
BPR and number of LPT stages, Boggia et al. �2� attained an
increased thrust to weight ratio of 8.4% and a decreased SFC of
2.1%.

One drawback associated with this technology is the complex
design problems that have to be addressed when the routing of the
turbine cooling air is redesigned. Another drawback is the severe
thermal gradients in the blades due to the colder cooling air, which
might cause low-cycle fatigue damage �12�.

Although very advanced in terms of design features, it might in
the very long run be possible to cool the relevant parts of the
turbine directly using the hydrogen, without the usage of any HE.
This would imply that there would be no decrease in cycle per-
formance as a consequence of the normal cooling air extraction
�13�. Moreover, the losses associated with the heat exchanging
process are eliminated, and the introduction of any significant
weight penalties is avoided.

2.4.4 Hydrogen Topping Cycle. In order to boost the net thrust
output, the main engine could be mechanically coupled to a top-
ping loop. The topping loop could, depending on how much in-
creased engine complexity is accepted, be more or less complex.
The configuration proposed by Boggia et al. �2� consists of a fuel
pump, HE, compressor, combustor, and turbine. In their design, a
fraction of the compressor air flow, which is fed to the topping
cycle where it is precooled �in a hydrogen-to-air HE� and com-
pressed, is bled off. Hydrogen is compressed, preheated �in the
hydrogen-to-air HE�, and burned very fuel rich in a combustor
that is provided with the bled air. The combustion products, com-
posed of a mixture of stoichiometric products and hydrogen, are
then expanded in the topping turbine and fed to the main engine
burner where the hydrogen burns completely with the main air
stream. Using this configuration, it was found that the SPT in-
creased by 11.1% and the SFC decreased by 1.1% compared to
their reference cycle.

Looking at the practical feasibility of the additional compo-
nents, Boggia et al. �2� found that the small dimensions of the
radial turbomachinery to perform the topping cycle compression
do not pose any design problems. Neither is the design of the
combustor of the topping loop expected to cause any problems.
However, they claim that the sealing of the topping cycle, where a
fuel-rich, high-pressure hot mixture must be kept separate from
the air, would be technically very difficult to achieve safely. Ow-
ing to this, the concept was rejected as impractical.

2.4.5 Conclusions on Unconventional Engine Design. Accord-
ing to Boggia et al. �2�, who studied and compared the four dif-
ferent cycles described above, the precooled and high TET cycles
appeared to be the most promising, offering a reduction in opera-
tional cost on the order of 3%. Furthermore, they point out that the
positive aspect of these two cycles is that the innovations are
technically feasible and do not involve any additional turboma-
chinery. The configuration with preheating of the fuel is the sim-
plest solution and would require only minimum modifications to
the base engine.

Payzer and Renninger �13� conclude that there is a definite
thermodynamic benefit in switching from hydrocarbon fuel to hy-
drogen fuel because of the difference in fuel properties. However,
having evaluated eight different unconventional cycles, both in
terms of uninstalled engine performance and aircraft mission per-
formance, they state that the additional complexity associated
with these cycles does not appear to be justified.
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3 Pollutant Emissions
When burning hydrogen, the emissions are reduced to water

vapor �H2O� and oxides of nitrogen �NOx�. In fact, the emission
index of H2O increases by a factor of �2.6. All emissions con-
taining carbon and sulphur are eliminated. Besides, for reasons
discussed in this section, there is the potential for lowering the
NOx emissions as compared to conventional combustors using
kerosene. Therefore, to achieve satisfactory emission characteris-
tics, the challenge is to minimize the NOx emissions while pre-
serving the SFC. Performing research focused on reducing NOx
emissions of gas turbines is highly important, since the effects of
these emissions on the atmosphere and on human health are con-
siderable. At ground level, the presence of NOx results in an in-
crease in ozone concentration, which during prolonged exposure
may cause respiratory illness, impaired vision, headaches, and al-
lergies �14�. Moreover, NOx emissions contribute to the green-
house effect �via formation of ozone�, cause damage to plant life,
as well as add to the problem of acid rain. At high altitudes �above
�15 km� NOx emissions cause ozone depletion and, hence, in-
creased ground-level ultraviolet radiation, which might cause skin
cancer and eye diseases �15�.

This section is introduced by a brief discussion of the NOx
formation processes, followed by a section dealing with the con-
sequences on the NOx emissions of using hydrogen �Sec. 3.1�. In
Sec. 3.2, various possible hydrogen combustors are described. Fi-
nally, the potential of achieving low NOx emissions is illustrated
by conducting simulations for the V2527-A5 engine �Sec. 3.3�.

3.1 NOx Emissions. Most of the nitrogen oxides formed dur-
ing combustion are in the form of NO; however, subsequently the
NO oxidizes to NO2. Usually these are lumped together, and the
result is expressed in terms of oxides of nitrogen �NOx�. The
formation processes of NO in combustion are complex and gen-
erally comprise different mechanisms: thermal NO, prompt NO,
nitrous oxide �N2O� mechanism and fuel NO �14�. Thermal NO
formation is, for the hydrogen combustion, the most contributing
mechanism to the total NO formation. Thermal NO is produced
from the nitrogen and oxygen present in the air in the high-
temperature regions of the flame and in the postflame gases. The
process is endothermic and proceeds at a considerable rate, only at
temperatures above around 1850 K �14�. Prompt NO is a desig-
nation for NO, which, under certain conditions, is formed very
early in the flame region. Its initiationreaction includes the carbon
atom. Prompt NO may play a significant role for lean systems
burning kerosene, whereas it does not contribute to the NO for-

mation in combustion systems using hydrogen �since there are no
carbon atoms present in the fuel�. In this context, considering high
engine operating conditions at which most of the NO is formed,
the nitrous mechanism is less important and is therefore omitted.
Fuel NO is not relevant here, since neither kerosene nor hydrogen
fuel contain any nitrogen.

In order to address properly the issue of NOx production of
hydrogen combustion compared to kerosene combustion, several
different combustion characteristics of these fuels need to be con-
sidered. The engine load in a gas turbine is controlled by varying
the TET, which is determined by the overall fuel-air ratio in the
combustion chamber. When a conventional kerosene-fueled com-
bustor is operating at full power, the primary zone operates at
roughly stoichiometric fuel-air mixtures, where the flame tem-
perature is highest and the chemical reactions are fastest �16�. At
low power idle conditions, the fuel-air ratio is essentially leaner
and the primary zone fuel-air ratio has to be maintained above the
flame-out limit with a sufficient margin. Hence, in order to mini-
mize the NOx emissions, it is desirable to modify the fuel-air ratio
in the combustor primary zone in a way that lean combustion is
achieved at all engine load conditions without suffering a flameout
�16�. In Fig. 2, the flame temperature of kerosene and hydrogen
combustion versus primary zone equivalence ratio is shown.

The comparison illustrated in Fig. 2 applies only to a conven-
tional kerosene-fueled combustor featuring a primary, intermedi-
ate, and dilution zone. If the kerosene-powered combustor would
employ any unconventional technology, such as, for instance, a
staged or an LPP �lean premixed prevaporized� combustor, the
situation would change. Generally, the combustion zone of these
combustors is operated at an equivalence ratio that is closer to the
lean blowout limit than the conventional and, hence, it is not
applicable to the situation sketched in the figure.

As illustrated in Fig. 2, the stoichiometric flame temperature of
hydrogen/air flames is, in fact, higher than that of kerosene/air
flames ��100 K higher�, which would have a detrimental effect
on the NOx production. For a given equivalence ratio, the flame
temperature is higher when burning hydrogen, which means that
more NOx would be generated. However, more importantly is that
the hydrogen flame has a wider flammability range; particularly,
the lean limit is much lower than that encountered for kerosene
flames �16�. Therefore, the entire operating range may be shifted
further into the lean region, with reduced NOx emissions as a
consequence.

Because of the rapid reaction kinetics of hydrogen/air flames,
the burning velocity increases about eight times when changing to

Fig. 2 Temperature characteristics of the combustion chamber primary zone
†16‡
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hydrogen �16�. The higher flame speed will result in a shorter
combustor, hence, reduced cooling requirements. Owing to this,
more air will be available for the combustion, hence, offering
lower flame temperatures, which will reduce the NOx emissions.
Another effect of the increased burning velocity is that the actual
dwell time in the hot flame zone decreases, which is beneficial for
hindering NOx formation.

The fact that hydrogen is a gaseous fuel while kerosene is liq-
uid, is also an argument in favor of hydrogen. The reason is that
for liquid fuels there is always the potential of near-stoichiometric
combustion temperatures in local regions adjacent to the fuel
drops, and, thereby, high NOx formation, even if the average
equivalence ratio throughout the combustion zone may be appre-
ciably less than stiochiometric �14�. However, for increasing flame
temperatures, the bulk flame temperature becomes closer to the
stoichiometric value, and local conditions around the fuel drop
have less influence on the overall combustion process and NOx
emissions. Hence, the difference in NOx production decreases
and, for equivalence ratios close to the stoichiometric value, the
difference becomes negligibly small.

Moreover, the minimization of the NOx emissions of hydrogen
combustion is facilitated by the fact that no other secondary com-
bustion products �e.g., CO, unburned hydrocarbons �UHC�, soot�
need to be regarded in the combustor design process.

From the preceding discussion, it may be concluded that, theo-
retically, there seems to be the potential to design a combustion
system burning hydrogen that produces less NOx emissions than a
system burning kerosene. By calculation of the flame temperature
at different relevant operating conditions, this statement is illus-
trated in Sec. 3.3. In addition, an experimental investigation that
confirms the potential of achieving really low NOx emissions
when using hydrogen is outlined. However, prior to that, combus-
tor configurations burning hydrogen are described.

3.2 Combustor Configurations Burning Hydrogen. In or-
der to exploit the favorable characteristics of hydrogen combus-
tion, the combustor needs to be redesigned, compared to the con-
ventional designs using regular diffusive combustion. When using
conventional combustors, with their limited number of fuel injec-
tion points, the mixing of fuel and hydrogen tends to be incom-
plete. Moreover, the large-scale hydrogen diffusion flames form
layers of stoichiometric mixtures of high local temperature and
viscosity in which the NO formation rate remains high and acts as
barriers against the further progress of mixing �16�. Generally,
when burning hydrogen the attempts to reduce the NOx emissions
are focused on lowering the flame temperature, eliminating hot
spots from the reaction zone and reducing the duration and expo-
sure in the flame region �16�.

In 1992 during the third phase of the Euro-Québec Hydro-
Hydrogen Pilot Project �EQHHPP�, analytical modeling and ex-
perimental tests of low-NOx combustors for aero engines were
performed �16,17�. Various burner concepts, both employing the
principle of premixing and nonpremixing, for lean hydrogen com-
bustion were evaluated in a generic can-type combustor.

These studies and other preceding studies have shown that lean
premixed combustion is undoubtedly superior to any combustion
scheme without premixing in terms of temperature pattern unifor-
mity and NO production. However, premixing implies the major
drawback of premature burning and flashback danger, which may
cause structural damage and compromise the operational reliabil-
ity �17�. The risk of autoignition for premixed systems and the
problems of large-scale hydrogen diffusion flames have led to the
lean non-premixing concept of micromix combustion, which is
based on miniaturized diffusive combustion. Employing this prin-
ciple, imperfections in fuel/air mixing cannot be avoided; how-
ever, the local standard deviations from the nominal equivalence
ratio are kept small �16�.

The micromix combustor consists of a very large number �typi-
cally, more than 1000� diffusion flames uniformly distributed

across the burner’s main cross section, thereby minimizing the
geometric size of the combustion zone �16,18,19�. Theoretically,
the lowest NOx production would be achieved by an infinite num-
ber of miniaturized flames. The minimum size is, however, re-
stricted by the manufacturing cost and the combustion stability at
engine idle conditions; the latter being deteriorated with reduced
flame dimensions. In addition to minimizing the scale of the com-
bustion zone, the micromix concept aims at optimally utilizing the
available pressure loss �providing energy for the dissipative tur-
bulent mixing process� in the combustion system to enhance the
mixing process of hydrogen and air. Simultaneously minimizing
the scale of combustion and maximizing the intensity of mixing
will minimize the number and size of local stoichiometric flame
regions, where the gas phase NO formation processes are most
likely to occur. Because of the high flame speed and high reactiv-
ity of hydrogen compared to other fuels, the degree of miniatur-
ization of hydrogen/air diffusion flames very well exceeds the
possibilities of other fuels �16�.

3.3 Illustration of the NOx Reduction Potential. The theo-
retical advantages of achieving low NOx emissions outlined above
are here further illustrated by simulation of the V2527-A5 engine,
considered to be provided with different combustion systems. The
aim of this section is to quantify and compare the leanest possible
attainable levels for the operation conditions takeoff and idle �as-
sumed to be 7% power setting� at static sea level, and the flame
temperatures associated with these, for kerosene and hydrogen
combustion, respectively. Rather than attempting to design a com-
bustion system, the qualitative differences in flame temperature
associated with these different fuels are assessed. In reality, when
designing a combustion system for an aero engine, the most chal-
lenging operating condition, such as relight at high altitude and
low flight mach numbers, needs to be addressed �7�.

The takeoff condition is modeled with the performance code
TURBOMATCH. As the compressor maps provided in TURBOMATCH

were not sufficient to model the idle condition, GASTURB �20� is
employed to simulate this operating condition. The characteristics
for kerosene and hydrogen used in the calculations are given in
Table 4 �21,22�. The stoichiometric fuel-air ratios are calculated
by setting up a chemical balance and assuming stoichiometry.

The flame temperatures are calculated using the NASA CEA
code assuming chemical equilibrium �23,24�. As the dwell time in
a gas turbine combustor is slightly too short for chemical equilib-
rium to be achieved, the flame temperatures computed this way
tend to be slightly overestimated. Nevertheless, these figures
qualitatively indicate differences in flame temperatures and,
thereby, the NOx levels that may be expected from the different
combustion systems.

Under normal operation conditions, the maximum percentage
of air entering the combustor that may be introduced in the pri-
mary zone is restricted by the flame-out limit of fuel/air mixture.
Knowing the mass flows of fuel and air in the primary zone �PZ�,
the mass fraction of fuel YF can be calculated. As the flammability
limits shown in Table 4 are given in volume fractions XF, the
calculated mass fraction needs to be transformed accordingly. This
transformation can be accomplished using the molecular weights
�MW� of the fuel and air with �25�

Table 4 Characteristics of kerosene and hydrogen

MW
�g/mol�

Flammability
limits in air

�%vol�
LHV

�MJ/kg�

Stoichiometric
FAR
�-�

Kerosene 175 0.6–4.7 43.124 0.0683
Hydrogen 2.016 4.0–75.0 120.0 0.02916
Air 28.966 – – –
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XF =
YF

MWF
 YF

MWF
+

YA

MWA
� �9�

In order to avoid weak extinction at low power, Walsh and
Fletcher �7� recommend that the equivalence ratio in the primary
zone for a sea-level static maximum rating is 1.02 for a conven-
tional kerosene-fueled combustor. According to the calculations
performed here, this equivalence ratio is achieved by distributing
�31% of the air entering the combustor to the primary zone. An
overview of the results and combustor inlet conditions, in terms of
mass flow, temperature, and pressure, is presented in Table 5. At
idle, the overall volume fraction of fuel would become less than
the lean blowout limit of 0.6%vol. However, since there still would
be local regions of fuel-air ratios sufficiently high to sustain a
flame, it would be possible to run the combustor leaner than this
limit without suffering a flameout. According to Walsh and
Fletcher �7�, the weak extinction limit is around an equivalence
ratio of 0.25, which is well below the equivalence ratio of 0.40
derived here for the idle condition.

At takeoff condition, an equivalence ratio of 1.02 in the primary
zone corresponds to a flame temperature of 2613 K, which is
�300 K higher than that given in Walsh and Fletcher �7�. Assum-
ing chemical equilibrium, comparing the flame temperature de-
rived here with the number given in Walsh and Fletcher �7�, it is
indicated that overestimated flame temperatures by �10–15%
might be expected for stoichiometric conditions burning kerosene.
This deviation is, however, not expected to substantially change
the conclusions, since the main purpose of this exercise is to com-
pare the flame temperatures �and the expected NOx emissions pro-
duction� obtained when burning two different fuels, and the dif-
ference in flame temperature between the two fuels is not
expected to be affected significantly by this deviation. However,
as the rate of chemical kinetics and the combustor lengths of these
fuels are different, it cannot be excluded that the difference in
flame temperatures would change if the flow field and the chemi-
cal kinetics were taken into account. At takeoff condition with a
prevailing flame temperature of 2613 K �or rather 2300 K�, de-
pending on the combustion system, it is likely that excessive
amounts of thermal NO are formed.

In order to reduce the flame temperature at takeoff conditions,
variable geometry combustors could be employed. Practically, this
could be achieved by the use of variable-area swirlers to control
the amount of air flowing into the combustion zone, variable air
openings into the dilution zone, or a combination of these �14�.
Using this technology, a large proportion of air is admitted in the
primary zone at maximum power conditions to lower the flame

temperature and provide adequate film-cooling air, and as the
power is decreased, an increasing proportion of this air is diverted
to the dilution zone.

Theoretically, the lowest flame temperature that may be
achieved by employing variable geometry combustors at full
power conditions for a kerosene-fueled combustion system is the
temperature obtained by assuming a primary zone equivalence
ratio equal to the weak extinction limit including a safety margin.
This is the leanest possible fuel-air mixture at which the combus-
tion zone may be operated using any novel combustion concept.
In order to achieve this condition in the combustion zone, there
might be other novel combustor concepts more appropriate than a
variable geometry combustor. According to the computations con-
ducted for idle condition when the equivalence ratio at takeoff is
equal to 1.02, this corresponds to an equivalence ratio of 0.40. An
equivalence ratio of 0.40 is achieved at takeoff by diverting up to
78% of the incoming air to the primary zone, giving a substan-
tially reduced flame temperature of 1733 K �see Table 5�.

All forms of variable geometry systems are associated with
drawbacks, like complex control and feedback mechanisms,
which tend to increase cost and weight and reduce reliability �14�.
Furthermore, Lefebvre �14� states that problems of achieving the
desired temperature pattern in the combustor efflux gases could be
encountered, especially if the liner pressure drop is allowed to
vary too much.

As for hydrogen combustion when employing the concept of
micromix combustion, there is no splitting of the combustor air
into different zones. All available air, which is the total compres-
sor exit mass flow minus bleed air and cooling air, is used for
combustion. Considering the V2500 engine, the air flow at com-
pressor exit is divided according to the following proportions
�26�: 71.9% combustion air, 13.4% liner cooling air, and 14.7%
bleed air. As a consequence of the high flame speed of hydrogen
flames, it has been shown experimentally that the micromix com-
bustor needs roughly one-third of the conventional combustor’s
liner length �18,26�. Accordingly, the liner cooling air may be
reduced by a factor of about one-third, as an order of magnitude.
Comparing to the numbers stated for the conventional combustor
of the V2500 engine, �5% of the air entering the combustor
�having subtracted the bleed air� is needed for liner cooling of the
micromix combustor.

Because of the very wide flammability limits of hydrogen/air
flames, it would be possible to devote all air entering the combus-
tor for combustion. However, owing to the cooling requirement,
maximally 95% could be used for combustion. Allowing 95% of
the air to take part in the combustion, a very lean fuel-air ratio is
achieved �equivalence ratio equal to 0.28� in the primary zone for

Table 5 Comparison of combustion characteristics

Kerosene T/O H2, T/O Kerosene Idle H2, Idle

FN �kN� 117.9 117.9 8.3 8.3
COT �K� 1555 1522 812 807
W3 �kg/s� 54.1 54.1 10.4 10.2
T3 �K� 835.1 836.2 478.6 476.7
P3 �kPa� 2882 2882 398 393

Maximum air to the primary zone during idle
Air to PZ �%� 31 95 31 95
XF �%vol� 1.14 10.36 0.45 4.43
�pz �-� 1.02 0.28 0.40 0.111
Tflame in PZ �K� 2613 1587 1438 825

Maximum air to the primary zone during T/O
Air to PZ �%� 78 95 31 95
XF �%vol� 0.46 10.36 0.45 4.43
�pz �-� 0.40 0.28 0.40 0.111
Tflame in PZ �K� 1733 1587 1438 825
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takeoff condition. This equivalence ratio is yielded both when
maximizing the amount of air to the primary zone at takeoff and at
idle. Despite the fact that the stoichiometric flame temperature is
�100 K higher for hydrogen/air flames, the flame temperatures
corresponding to the same operating condition are essentially
lower than those yielded for the kerosene case.

Looking at the takeoff condition where most of the NOx is
formed, the flame temperature is 1587 K, which is �1000 K
lower than the corresponding figure for kerosene. At idle, the re-
lation is in the same order of magnitude. If the kerosene combus-
tor would be provided with a variable geometry combustor, theo-
retically the difference might be reduced to �150 K. As the
hydrogen-fueled combustor would be operated with a remarkably
larger margin to the weak extinction limit than would the
kerosene-fueled combustor provided with a variable geometry
combustor, the hydrogen-fueled combustor is likely to be the more
viable of these two �see Sec. 4�. The differences in flame tempera-
tures will have a substantial effect on the amount of thermal NO
produced by the combustion system. In addition, since the lean
kerosene-powered combustor would probably also generate
prompt NO, whereas the combustor burning hydrogen would not,
the difference in NOx formation between these two fuels is likely
to be even larger than assessed when looking at the primary zone
flame temperatures. Even if the flame temperatures of the hydro-
gen combustor are low for both takeoff and idle, they are higher
than the lower limit, which is the temperature required by the
cycle needs to give the desired performance, namely, the combus-
tor outlet temperature �COT�.

In spite of the simplicity in the approach of the study, the re-
sults of the calculations clearly suggest that there is the potential
to design a combustion system using hydrogen that produces less
NOx emissions than any system burning kerosene. The NOx re-
duction potential when burning hydrogen has also been shown
experimentally by providing the Honeywell APU GTCP36-300
engine with various combustion systems, including the present
configuration of the micromix combustor, and measuring the NOx
mole fractions �18�. The authors state that significantly lower lev-
els of NOx may be achieved with the micromix combustors com-
pared to conventional combustors using kerosene. For main en-
gine start conditions, the mole fractions of NOx emissions are
reduced by �88% compared to the minimum change configura-
tion �only hydrogen injection nozzles�, and by roughly 86% when
compared to the emissions of the kerosene-fueled engine. As the
output power is reduced, the difference increases. There is, how-
ever, no use in simply changing the injection nozzle of the original
combustor to hydrogen injection nozzles; this would even increase
the NOx emissions.

4 Design and Handling Issues
In order to adapt the combustion chamber for hydrogen, some

changes are necessary and some others are desired in order to
utilise the favorable properties of hydrogen in an optimal fashion.
The minimum change that has to be done to adapt a conventional
combustion chamber for hydrogen, is to replace the injection sys-
tem because, when the hydrogen is injected into the combustor, it
is in the gaseous state, while the kerosene is liquid. In addition,
there are several other changes that need to be considered to op-
timally utilize the changed conditions owing to burning hydrogen.
The higher flame speed will result in a shorter combustor and,
hence, reduced engine weight and combustor liner cooling
requirements.

When burning hydrogen, the thermal energy radiated to the
surroundings is lower than that of kerosene, thereby beneficially
affecting the liner durability and liner cooling requirements. The
reason for the reduced radiation could be explained as follows. In
most gas turbine combustors, a sizeable proportion of the heat
from the hot gases contained within the combustor to the liner
wall is by radiation. Generally for combustion gases generated by
combustion of kerosene, the total emitted radiation comprises two

components �27�: “nonluminous” radiation, which emanates from
certain heteropolar gases �notably, CO2 and H2O�, and “luminous”
radiation, which depends on the number and size of the solid
particles �mainly soot� in the flame. At high levels of pressure
encountered in modern gas turbine combustors, the flame is char-
acterized by a predominance of luminous radiation �27�. Since no
particles at all are present in the combustion gases when burning
hydrogen, there is no luminous radiation, thus essentially lowering
the total heat radiation as compared to combustion gases of kero-
sene combustion.

As described above, hydrogen/air flames have an essentially
wider flammability range, which will allow operation of the com-
bustion zone at an equivalence ratio that has a large margin to the
lean blowout limit. This will facilitate the handling of the engine
as well as reduce the creation of white noise �noise with lots of
different frequencies� that might give rise to pulsations and vibra-
tions in the engine, which, in turn, via resonance can have a det-
rimental effect on engine components.

5 Conclusions
From a technical point of view, it seems to be feasible to use

hydrogen for aero gas turbines. The main changes comprise rede-
sign of the combustion chamber and fuel control system, as well
as the implementation of facilities to evaporate the hydrogen prior
to its entry into the combustion chamber. The fuel heating can be
accomplished either by an external heat source or a HE located at
a suitable engine location. In practice, the heat exchanging might
be accomplished by employing the struts, which are the mechani-
cal structures in the exhaust which hold the rotors in place and are
connecting the outer structure of the bearings. Alternatively, the
HE could feature a simple coil tube placed over the inside face of
the jet pipe casing, avoiding major engine changes and giving a
relatively aerodynamically clean jet pipe. Simplified calculations
suggest that the heat transferring area available from the exhaust
struts is sufficient to accomplish only a minor portion ��10% � of
the desired temperature rise of the hydrogen fuel.

Small engine performance gains, which depend on the fuel tem-
perature and cycle configuration, in the order of a few percent
may be obtained by changing to hydrogen fuel. In order to obtain
a certain performance, a lower TET could be used, thus requiring
less advanced cooling technology as well as having a favourable
effect on turbine blade life. By employing unconventional cycles,
it would be possible to increase these performance gains. How-
ever, it appears to be questionable if these benefits justify the
increased complexity imposed by unconventional cycles.

In terms of pollutant emissions, hydrogen use offers the possi-
bility of a significantly reduced number of emission species, re-
sulting in only H2O and NOx emissions. In addition, the results of
the calculations suggest that there is the potential to design a
combustion system using hydrogen that produces less NOx emis-
sions than any system burning kerosene. With respect to combus-
tor configurations burning hydrogen, the lean non-premixing con-
cept of micromix combustion, which is based on miniaturized
diffusive combustion, is suggested as a promising configuration.

Because of the wider flammability range of the hydrogen/air
flames �compared to kerosene/air flames�, the combustion zone
can be operated at an equivalence ratio that has a larger margin to
the lean blowout limit. As a consequence, the engine handling is
facilitated and the creation of white noise is reduced. Furthermore,
when burning hydrogen the thermal energy radiated to the sur-
roundings is lower than that of kerosene, thereby beneficially af-
fecting the liner durability and liner cooling requirements.
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Nomenclature

Abbreviations and Chemical Formulas
APU 	 auxiliary power unit
CEA 	 chemical equilibrium and applications

CO 	 carbon monoxide
CO2 	 carbon dioxide
EC 	 European Commission

EQHHPP 	 Euro-Québec Hydro-Hydrogen Pilot Project
H2 	 gaseous hydrogen
HE 	 heat exchanger

H2O 	 water vapor
HP 	 high pressure

HPC 	 high-pressure compressor
ISA 	 international standard atmosphere
LP 	 low pressure

LPP 	 lean premixed prevaporized
LPT 	 low-pressure turbine

NASA 	 National Aeronautics and Space Administration
NGV 	 nozzle guide vane
N2O 	 nitrous oxide
NO 	 nitric oxide

NO2 	 nitrogen dioxide
NOx 	 nitrogen oxides �NO+NO2�

PZ 	 primary zone
T/O 	 takeoff

UHC 	 unburned hydrocarbons

Notations
A 	 area �m2�
b 	 wall thickness �m�

BPR 	 bypass ratio
COT 	 combustor outlet temperature �K�

Cp 	 specific heat at constant pressure �J/kg K�
E 	 work output �or input� �W�

ESFC 	 energy specific fuel consumption �J /N s�
F 	 thrust �N�

FAR 	 fuel-air ratio
h 	 enthalpy �kJ/kg�
L 	 characteristic length �m�

LHV 	 lower heating value �MJ/kg�
MW 	 molecular weight �g/mol�

Nu 	 Nusselt number
OPR 	 overall pressure ratio

P 	 pressure �kPa�
Pr 	 Prandtl number
Q 	 heat transfer �W�

SFC 	 specific fuel consumption �g/kN s�
SPT 	 specific thrust �m/s�

T 	 temperature �K�
TET 	 turbine entry temperature �K�

U 	 overall heat transfer coefficient �W/m2 K�
V 	 velocity �m/s�
W 	 mass flow �kg/s�
X 	 volume fraction
Y 	 mass fraction
� 	 convection heat transfer coefficient �W/m2 K�
� 	 change �any unit�
� 	 thermal effectiveness of a HE
� 	 thermal conductivity �W/m K�
� 	 equivalence ratio

Subscripts
1 	 engine intake front flange

3 	 combustor inlet
A 	 air
c 	 cold

corenoz 	 nozzle of the core
F 	 fuel
f 	 fluid
g 	 combustion gases
h 	 hot

H2 	 hydrogen
HE 	 heat exchanger

L 	 characteristic length
lm 	 log mean
m 	 mean
N 	 net

outcore 	 exhaust of the core
pz 	 primary zone

vol 	 volume

References
�1� Rogers, H. L., Lee, D. S., Raper, D. W., Foster, P. M. de F., Wilson, C. W., and

Newton, P. J., 2002, “The Impacts of Aviation on the Atmosphere,” Aeronaut.
J., 106�1064�, pp. 521–546.

�2� Boggia, S., Jackson, A., and Singh, R., 2001, “Unconventional Cycles for Aero
Gas Turbine Engines Burning Hydrogen,” 15th Symposium on Air Breathing
Engines, ISABE, Bangalore, India, September 3–7.

�3� Corchero, G., and Montañes, J. L., 2003, “An Approach to the Use of Hydro-
gen in Actual Commercial Aircraft Engines,” 16th Symposium on Air Breath-
ing Engines, ISABE, Cleveland, OH, August 31–September 5.

�4� Boggia, S., and Jackson, A., 2002, “Some Unconventional Aero Gas Turbines
Using Hydrogen Fuel,” Proceedings of ASME Turbo Expo 2002, Amsterdam,
ASME, New York, Vol. 2B, pp. 683–690.

�5� Boggia, S., 2001, “Four Unconventional Aero Gas Turbine Engines Burning
Hydrogen - Cryoplane Project,” M.Sc. thesis, Cranfield University, UK.

�6� Cengel, Y. A., and Boles, A., 1996, Thermodynamics, An Engineering Ap-
proach, McGraw-Hill, New York.

�7� Walsh, P. P., and Fletcher, P., 1998, Gas Turbine Performance, Blackwell
Science, Malden.

�8� Incropera, F., and DeWitt, D., 1996, Fundamentals of Heat and Mass Transfer,
Fourth ed., Wiley, New York.

�9� Sundén, B., 2004, Professor at Department of Heat and Power Engineering,
Lund Institute of Technology, Lund University, Sweden, private communica-
tion.

�10� Jackson, A., 2004, Consultant at Cranfield University, UK, private communi-
cation.

�11� Svensson, F., Hasselrot, A., and Moldanova, J., 2004, “Reduced Environmen-
tal Impact by Lowered Cruise Altitude for Liquid Hydrogen-Fuelled Aircraft,”
Aerosp. Sci. Technol., 8�4�, pp. 307–320.

�12� Baerst, C. F., and Riple, J. C., 1979, “Preliminary Studies of a Turbofan En-
gine and Fuel System for Use With Liquid Hydrogen,” Hydrogen in Air Trans-
portation, International DGLR/DFVLR Symposium, September 11–14, Ger-
many, sequence 19.

�13� Payzer, R. J., and Renninger, S. W., 1979, “Hydrogen Fueled High Bypass
Turbofans in Subsonic Aircraft,” Hydrogen in Air Transportation, International
DGLR/DFVLR Symposium, September 11–14, Germany.

�14� Lefebvre, A. H., 1998, Gas Turbine Combustion, Second ed., Edwards Broth-
ers, Ann Arbor.

�15� Singh, R., 2001, “An Overview: Gas Turbine Generated Pollutants and the
Emerging Technology Solutions,” lecture notes of course in gas turbine per-
formance, June 11–15, Cranfield University, UK.

�16� Ziemann, J., Mayr, A., Anagnostou, A., Suttrop, F., Lowe, M., Bagheri, S. A.,
and Nitsche, Th., 1998, “Potential Use of Hydrogen in Air Propulsion,” EQH-
HPP, Phase III.0-3, Final Report, submitted to the European Union.

�17� Ziemann, J., Shum, F., Moore, M., Kluyskens, D., Thomaier, D., Zarzalis, N.,
and Eberius, H., 1998, “Low-NOx Combustors for Hydrogen Fueled Aero
Engine,” Int. J. Hydrogen Energy, 23�4�, pp. 281–288.

�18� Dahl, G., and Suttrop, F., 2001, “Combustion Chamber and Emissions, The
Micromix Hydrogen Combustor Technology,” Task Technical Report No. 4.4-
5A, CRYOPLANE Project.

�19� Dahl, G., and Suttrop, F., 1998, “Engine Control and Low-NOx Combustion
for Hydrogen Fuelled Aircraft Gas Turbines,” Int. J. Hydrogen Energy, 23�8�,
pp. 695–704.

Journal of Engineering for Gas Turbines and Power OCTOBER 2006, Vol. 128 / 763

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�20� Kurzke, J., 1998, User’s Manual - GasTurb 8.0 for Windows, A Pro-
gram to Calculate Design and Off-Design Performance of Gas Turbines,
www.gasturb.de

�21� Goodger, E. M., 1993, Hydrocarbon Fuel Chemistry, With Particular Refer-
ence To Aviation, Landfall Press, Norwich, England.

�22� Wester, L., 1996, Tabeller och diagram för energitekniska beräkningar,
Västerås, Sweden.

�23� McBride, B. J., and Gordon, S., 1996, “Computer Program for Calculation of
Complex Chemical Equilibrium Compositions and Applications - II. Users
Manual and Program Description,” NASA Ref. Publ. No. 1311, from

http://www.grc.nasa.gov/WWW/CEAWeb/
�24� Gordon, S., and McBride, B. J., 1994, “Computer Program for Calculation of

Complex Chemical Equilibrium Compositions and Applications - I. Analysis,”
NASA Ref. Publ. No. 1311, from http://www.grc.nasa.gov/WWW/CEAWeb/

�25� Turns, R. S., 1996, An Introduction to Combustion: Concepts and Applica-
tions, McGraw-Hill, New York.

�26� Suttrop, F., 2003, Professor at Fachhochschule Aachen, Germany, private com-
munication.

�27� Singh, R., 2002, “Combustor Cooling and Metal Temperatures,” lecture notes
of course in gas turbine combustion, June 24–28, Cranfield University, UK.

764 / Vol. 128, OCTOBER 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. Kitagawa
Research Center for Advanced Energy

Conversion,
Nagoya University,

Furo-Cho, Chikusa-ku,
Nagoya 464-8603, Japan

e-mail: kuni@apchem.nagoya-u.ac.jp

S. Itoh
Department of Applied Chemistry,

Graduate School of Engineering,
Nagoya University,

Furo-cho, Chikusa-ky,
Nagoya 464-8603, Japan

N. Arai
Research Center for Advanced Energy

Conversion,
Nagoya University,

Furo-Cho, Chikusa-ku,
Nagoya 464-8603, Japan

Ashwani K. Gupta1

Department of Mechanical Engineering,
University of Maryland,

College Park, MD 20742
e-mail: akgupta@eng.umd.edu

Profiling of Redox Atmosphere in
Flames by Chemical
Seeding/Planar Laser-Induced
Fluorescence „CS/PLIF…
Knowledge on the local value of reducing and oxidizing (redox) atmospheres in flames is
among the most important issues to be desired by combustion engineers. In this study, the
spatial distribution of a redox atmosphere in flames has been measured experimentally by
the chemical seeding/laser-induced fluorescence (CS/LIF) technique. A solution of iron
was sprayed into a premixed propane-air flame supported on a slot burner. The LIF
intensity of FeO band was compared to that of a Fe line to estimate the experimentally
determined degree of atomization in the reaction FeO→Fe+O. The flame temperature
profile was determined as a rotational temperature and was obtained by comparing the
LIF (laser-induced fluorescence) intensities of OH rotational lines. The degree of atomi-
zation was theoretically calculated on the basis that simple thermal dissociation takes
place in the reaction. The redox atmosphere, or a redox index, is defined as the ratio of
the experimentally determined to theoretically calculated degrees of atomization. Two-
dimensional distributions or profiles of the excitation temperature, experimentally deter-
mined degree of atomization, and redox index have been measured using a charge
coupled device (CCD) camera fitted with an optical bandpass filter and the associated
signal processing using a computer. This method has been successfully applied to quan-
titatively illustrate the local atmosphere and profile of the redox atmosphere in
flames. �DOI: 10.1115/1.2179078�

Introduction

A variety of physical properties have to be measured in flames
using key diagnostics in combustion systems. Temperature and
flow velocity are among the important properties. However, these
properties provide no information on the fate of the local chemical
environment in the flame. It often becomes an important issue to
determine whether the flame has a reducing or oxidizing �redox�
environment in the material processing, such as for the processing
of steel, other metals, and ceramics. The material surface is
greatly affected by the combustion atmosphere. Furthermore, the
atmosphere in flames is not uniform and often contains spatial
distributions in practical flames. It is very difficult, if not impos-
sible, to illustrate the local environment by theoretical modeling
since a large number of chemical species provide the reducing
and/or oxidizing role in complex systems.

In our previous study �1�, the redox index was introduced and
experimentally determined by a chemical seeding technique. In
this technique, a chromium solution was continuously sprayed
into a premixed acetylene-air flat flame. The flame temperature
was experimentally determined as the excitation temperature by
comparing spontaneous emission intensities of two chromium
triplets. Chromium exists mostly as atoms or molecules of mon-
oxide in acetylene flames �2�. The degree of atomization from
chromium monoxide to atomic chromium was determined by
comparing the spectral intensities of spontaneous emission from
chromium monoxide and chromium atoms and by using the exci-
tation temperature. The degree of atomization could be changed,

depending on the temperature and reducing and oxidizing �redox�,
atmosphere in the flame. In order to extract the net effect by the
latter, or to remove the temperature effect, the experimentally de-
termined degree of atomization was normalized by the theoreti-
cally calculated value and was based on the simple thermal disso-
ciation of chromium monoxide. The redox index thus obtained
gave a measure of the oxidative, neutral, and reductive field in
flames when the measured parameter in the combustion zone was
smaller, equal, and greater than unity, respectively.

However, this method, based on chemical seeding/spontaneous
atomic-molecular emission spectrometry �CS/AMS�, suffers from
the following disadvantages. Since the electronic excitation of
atomic and molecular species of chromium requires high tempera-
tures, the application of this technique is limited to flames at high
temperatures, above 2000 K. In addition, the laborious and erro-
neous Abel inversion is indispensable to obtain the spatial distri-
bution from the measured profile of spontaneous emission inten-
sity. Moreover, the chromium seeding may cause toxic emission
to the environment and, as such, is definitely improper for appli-
cations to practical combustion system, such as industrial furnaces
and power plants. Iron is clearly more suitable as a seed element
because of its negligible toxicity in various chemical forms. In
iron/steel industry furnaces, it even exists without seeding the
flow to the furnace. However, the drawback of using iron as the
chemical seed is that the thermal excitation of iron atoms is more
difficult than that of chromium atoms.

In order to overcome the problems described above, a new
technique has been developed here that combines the Fe-chemical
seeding and planar laser-induced fluorescence (Fe-CS/PLIF). The
technique has been successfully applied to quantitatively illustrate
the spatial distribution of the redox atmosphere in a premixed
propane-air flame at a low temperature. The flame temperature
profiles have been measured with a two-color PLIF system.
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Theoretical
The spectral intensity of the LIF signal, Sf detected by a pixel

of an intensified charge coupled device �ICCD� camera is given
by the following simplified equation �3�:

Sf = KIsBLNgL exp�− EL/kT�/QZ�T� �1�

where K is the instrument factor that involves the dependence of
the pixel sensitivity on the wavelength; Is the spectral intensity of
the light source, or the laser; BL, the Einstein’s transition probabil-
ity for absorption; NT, the number density of species of interest;
gL, the statistical weight for the lower energy level to be excited
by the laser; EL, the energy of the lower level; k, the Boltzmann
constant; T, the excitation temperature; Q, the quenching factor;
and Z�T�, the partition function of the energy system of interest.

In order to simplify the analysis we make assumptions of iden-
tical excitation temperatures in the systems of iron atoms and FeO
molecules. We also assume that the ratio of the quenching factors

for these systems is independent of the temperature. Taking a ratio
of the atomic fluorescence intensity R of Fe to the molecular one
of FeO, we obtain the following equation:

R � SFe/SFeO

= CR� �expgFeBCrZe,FeO�T�
�1 − �exp�gFeOBFeOZe,Fe�T��exp� �EFeO − EFe�

kT
� �2�

Table 1 Spectral lines and partition functions

Wavelength
�nm�

Electronic level energy
�cm−1� Ref.

FeI 293.6903a 0.000000–34039.513 7
FeI 368.7456b 6928.266–34039.513 7
FeI 368.7456b 7376.760–34039.513 7
FeO �1,0� 579.4a 0.0000–17292 2
FeO �0,0� 605.2b 0.0000–17292 2
OH R2�5�281.7336a 0.0000–32682 3
OH Q1�10�284.4128a 0.0000–32682 3

aExcitation line
bMain fluorescence line
Ze,O�T�= �7.6413+7.4904��T /103�− �2.0133�10−1��T /103�2+ �2.6166�10−2��T /103�3− �1.2265�10−3��T /103�4

Ze,Fe�T�= �1.0658+7.3013��T /103�−2.2102�T /103�2+ �4.5301�10−1��T /103�3− �4.0732�10−2��T /103�4+ �1.5017�10−3�
��T /103�5 Ref. 4
Zt= ��2�mkBT�1/2 /h	3Zv=1/1−exp�−h� /kBT�exp�−h� /2kBT�Zr=8�2IMkBT /�h2 Ref. 6

Table 2 Instrumental specifications and conditions

Flame Flat flame of premixed propane-air
Slot burner Hitachi 207 AAS with a slit of 1.3 mm in width

and 100 mm in length
Flow rate of C3H8 0.33, 0.40, and 0.51 L min−1

Flow rate of air 10.1, 10.0, and 9.9 L min−1

Equivalence ratio 0.80, 1.00, and 1.29
Chemical seeding Fe�NO3�3 solution of 8.2�10−3 mol/L
Spray uptake rate 2.0 mL min−1

Spray efficiency ca. 1.5%
Two-color PLIF system Tokyo Instruments Co., Combustion Analyzer

YAG laser Continuum Powerlite 8000, 10 ns and 10 pps
Dye laser Continuum ND6000, Rhodamine 590 and 610, 0.8–1.0 mJ/pulse
ICCD camera Oriel InstaSpecV, 200 time integration for 20 c
Optical bandpass filter 302–400, 600–800, and 305–400 nm

for Fe, FeO, and OH fluorescence measurements, respectively
Frequency doubler Continuum UVT Generation
Monochromator Acton Research Co., Specta-5

Fig. 1 Three-level model of atomic iron LIF

Fig. 2 Block diagram of experimental system
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where CR is the constant involving the sensitivity ratio, depending
on the wavelengths of the Fe line and the FeO band and the
quenching factors; �exp, the degree of atomization for FeO→Fe
+O; Ze, the electronic partition function; and the subscripts Fe and
FeO stand for the species of interest. The levels of Fe and FeO to
be excited by the laser are the ground states; the exponential term
in Eq. �2� can be replaced by unity. The atomic partition of Fe has
been given in Ref. �4� and that of FeO was derived from the
definition, or the state sum, using the first two excitation levels

given in Ref. �5�. After the excitation temperature has been deter-
mined by two-color PLIF of the OH rotational band, the partition
functions can be estimated using the excitation temperature. All
the other parameters are constant. Thus, the degree of atomization
can be experimentally determined by the LIF intensity ratio of
atomic and molecular species of iron.

On the other hand, the degree of atomization can be theoreti-
cally calculated as follows from the equilibrium constant, K�T� on
the basis of simple thermal dissociation �6�.

Fig. 3 Profile of LIF intensity of OH rotational line
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�theo
2

�1 − �theo�Nm,o
= K�T� �3�

where Nm,o is the total number density of the iron-containing spe-
cies introduced into the flame by spraying. The equilibrium con-
stant, K�T�, is given by

K�T� = ZFe�T�ZO�T�/ZFeO�T� �4�

The overall partition functions Z�T� are expressed as the product
of the partition function of the system involved, i.e.,

ZFe�T� = Ztr,Fe�T�Ze,Fe�T�, ZO�T� = Ztr,O�T�Ze,O�T� �5�

ZFeO�T� = Ztr,FeO�T�Zvib,Fe�T�Zrot,Fe�T�Ze,FeO�T� �6�

where the subscripts tr, vib, rot, and e stands for translational,
vibrational, rotational and electronic systems.

Finally, the redox index, �rdx can be obtained by taking a ratio
of the experimentally and theoretically obtained degrees of atomi-
zation as follows:

�rdx = �exp/�theo �7�
If the combustion field is neutral in terms of the redox atmo-

sphere, the degree of atomization is totally controlled by the
simple thermal dissociation. Consequently, �exp=�theo and �rdx
=1. The redox index, �rdx becomes higher if the atmosphere dur-
ing combustion is reductive, since the degree of atomization be-
comes higher because of the more atoms produced through reduc-
ing reactions than those expected by the simple thermal
dissociation. In contrast, �rdx becomes smaller than unity for the
oxidative atmosphere.

The rotational temperature profiles were obtained with the con-
ventional two-line method �3� by simultaneously measuring the
LIF profiles of a pair of rotational lines, R2�5� and Q1�10�, of OH.
Assuming that the ratio of the quenching effect term for the two
lines is independent of the temperature, the ratio of the former to
the latter intensity, ROH gives the rotational temperature, on the
basis of the following equation:

ROH =
I1B1�2J1� + 1�
I2B2�2J2� + 1�

exp� �E2 − E1�
kT

� �8�

where I is the spectral intensity of the laser radiation, the sub-
scripts 1 and 2 stand for the two lines, and J�, B, and E are the
rotational quantum number, the transition probability for absorp-
tion and the energy, of the lower level to be excited by the laser
radiation, respectively. The calibrations were made with an R-type
thermocouple at several points in the flame.

The wavelengths and partition functions used in this work are
summarized in Table 1. The atomic LIF of Fe is based on the
three-level scheme as shown in Fig. 1.

Experimental
Figure 2 shows a schematic diagram of the experimental appa-

ratus used in the study. The system mainly consists of the two
parts: �i� the two-color PLIF system �Tokyo Instrument Co.� and
�ii� the premixed propane-air planar flame supported on the
burner. The instrumental specifications and the measurement con-
ditions employed in this study are given in Table 2.

The two-color PLIF system employed in this study consists of
two conventional lasers that are tunable independently. This sys-
tem is used to simultaneously acquire the profiles of Fe and FeO
profiles and also to obtain the profiles of OH rotational tempera-
ture by the two-line method. The dye lasers are excited with the

Fig. 4 Profile of rotational temperature of OH by two-line
method

Fig. 5 LIF spectra: „a… Fe and „b… FeO
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overtone radiation at 503.1 nm, emitted by the Nd-YAG �yttrium
aluminium garnet� lasers. The radiation emitted from the dye la-
sers is frequency doubled and combined in a beam. Subsequently,
it is formed into a plane sheet through the use of a cylindrical lens,
which irradiates the analytical section of the flame in the trans-
verse direction. The fundamental frequency was exceptionally
used to excite the FeO at the longer wavelength of 579.10 nm.
The two-color lasers are operated at a rate of 10 pulses/ s with
pulse duration of 8 ns and a delay of several nanoseconds between

the first and second pulse. The two ICCD cameras are fitted with
an optical band pass filter to remove the laser stray radiation and
a boxcar integrator synchronously to acquire and accumulate the
resulting LIF profiles. The trigger pulses are fed to the lasers and
the ICCD cameras by the pulse generator. The preceding pulse
delay of several nanoseconds from the trigger pulse is also applied
for excluding the undesirable scattering signals and the electric
noise. The overall process is computer controlled. Two-
dimensional corrections were made for the nonuniformity of

Fig. 6 Profile of LIF intensity
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ICCD response and transmission efficiency of the filter using a
uniform intensity source with flat intensity profile.

The burner used in this study is a conventional slot type having
a nebulizer/mixing chamber for acetylene/air flame atomic ab-
sorption spectrometry. The slit width is widened �1.3 mm in width
and 100 mm long� for propane/air combustion. The solution for
chemical seeding is nebulized with air and mixed with the pro-
pane fuel and auxiliary air. The combustion conditions used are
listed in Table 3.

By spaying a ferric nitrate �Fe�NO3�3� solution of 8.2
�10−3 mol/ l into the flame at an uptake rate of 2.0 ml/min, the
LIF profiles of Fe and FeO were acquired for 20 s, or 200 laser
pulses by the ICCD cameras. A computer to reconstruct the pro-
files of the degree of atomization and the redox index processed
the time-averaged images obtained. The solution was prepared by
dissolving a reagent of analytical grade in pure water of micropore
filtration grade just prior to use.

Results and Discussion
Figure 3 shows the LIF profiles of the rotational lines of R2�5�

�left column� and Q1�10� �right column� at three different equiva-
lence ratios. These profiles show the relative number density of
OH molecules on the lower levels, or approximately that of OH
molecules as a cross-sectional view in the transverse direction.
The results show that the number density of OH molecules is
more abundant in the outer regions on both sides than in the
middle region, including the plane perpendicular to the burner slit.
This is mainly due to the small linear velocity in the outer region
and to the diffusion of the ambient air. The number density de-
creases under fuel-rich conditions because the combustion rate is
lowered and, consequently, the flame becomes longer. Figure 4
shows the profiles of the OH rotational temperature at three dif-
ferent equivalence ratios obtained on the basis of Eq. �8� and with
the LIF profiles shown in Fig. 3. It is more clearly demonstrated
by these figures that the flame volume �the length and thickness�

becomes larger with the increase in equivalence ratio. The higher
temperature is localized in the outer and upstream regions on both
sides. It is well known that in the case of premixed flames, the
ignition is initiated in the upstream region close to the burner exit
because the mixing process is not the controlling factor in the case
of diffusion flames. Consequently, the higher temperature is local-
ized in the upstream region.

Figure 5 shows the atomic LIF spectrum �upper curve� of Fe
and molecular LIF of FeO �lower curve�. As indicated in the
three-level diagram in Fig. 1, the fluorescent lines of Fe appear at
the wavelengths of 368.7456 and 374.9485 nm. The FeO fluores-
cence spectrum shows mainly the �0,0� vibrational transition at the
wavelength of 605.2 nm with the excitation at the �1,0� vibrational
head at 579.4 nm.

Figure 6 shows the LIF profiles of Fe �left column� and FeO
�right column� for three different equivalence ratios of 0.8, 1.0,
and 1.29. The profiles indicate the relative number densities of Fe
and FeO on the ground states, respectively. Since the flame tem-
perature is relatively low for the excitation level energies of Fe
atoms and FeO molecules, the profiles indicate, approximately,
the relative number density of these species, respectively. The
number density of Fe is higher in the middle region including the
central plane above the burner slit where the temperature is lower
�see the left photos in Fig. 6�. If the simple thermal process,
FeO→Fe+O, prevails in the combustion field, the number den-
sity must be lower in this inner region and higher in the outer
regions. The contrary experimental result suggests that the atomi-
zation process is not controlled by the simple thermal dissociation
but by certain reactions with some intermediate reducing species,
such as CH, C2, H2, hydrocarbon radicals, etc., that exist in the
flame. Only with the LIF of Fe atoms, however, can the net redox
atmosphere not be estimated as exemplified by the difference in
the Fe profiles. The reducing power is expected to increase in the
flame at higher equivalence ratios. The result shows the depen-
dence to the contrary, or the increase and decrease in the number

Fig. 7 LIF distributions of Fe and FeO above burner top
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density of Fe atoms �compare the left three photos in Fig. 6�. This
is mainly because of the increase in flame volume, leading to the
dilution of Fe vapor. This can also be seen form the right three
photographs of FeO shown in Fig. 6. Figure 7 shows the LIF
distribution along the central axis of the flame and supports the
above-indicated tendency. One can note that there are some fluc-
tuations to the FeO LIF intensity in the results. This is possibly
due to the low-intensity signal from FeO fluorescence �as also
shown in the spatial distribution results in Fig. 6�.

Figure 8 shows the profiles of relative redox index obtained by
defining the maximum value as unity, or �rdx/�rdx,max. The results
show that a moderate reductive region �reductive index of 0.5�
expands in both axial and radial directions �compare Figs. 8�a�
and 8�b��. A highly reductive index of around unity expanded over
a much wider area is achieved, as shown in Fig. 8�c�. Thus, under
a high-equivalence-ratio condition, one can clearly quantify the
reductive atmosphere using the redox index presented in this
study. The burner we used here is a premixed mixture diffusing
into surrounding ambient air. The increase in the redox index in
the central region of the flame is due to the local fuel-rich condi-
tions encountered in the flame and insufficient diffusion of the
oxidant from the surroundings.

Figure 9 shows the influence of chemical seeding on the tem-
perature profile above the burner. The water lowers the tempera-
ture �compare the solid triangles and rectangles in Fig. 9� This is
due to the latent heat of water vaporization. The introduction of
the ferric nitrate increases the temperature slightly, particularly at
higher equivalence ratios �compare the solid rectangles and

circles�. This is probably attributable to the thermal dissociation of
nitrate to produce oxygen species, i.e., NO3

−→NO+2O or O2,
leading to the enhancement of the combustion reaction.

Conclusions
A new method, chemical seeding/laser-induced fluorescence

(CS/LIF), has been developed and successfully applied to quanti-
tatively determine the reducing/oxidizing atmosphere during com-
bustion. The chemical seeding element, Fe, is nontoxic and easily
available. In industrial furnaces used for the iron/steel process,
iron oxides exist without any seeding. This method can be used to
determine the profiles of the redox index in furnaces where the
product quality is much affected by the local oxidative or reducing
conditions in the furnace flame.

The difficulty of applying LIF systems to practical furnaces in
severe environments still exists. However as compared to the gen-
eral chemical seeding/spontaneous emission spectrometry �CS/
SES�, this method is safe, reliable, and very practical. The former
method had the disadvantage of providing results with nonreal
spatial distribution. Compact and rug LIF systems are the key for
the application of laser diagnostics to industrial combustion sys-
tems.

Fig. 8 Profile of relative redox index

Fig. 9 Effect of spray on rotational temperature: � without
spray � water spray, � spray of Fe„NO3…3 solution
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Fourier Neural Networks and
Generalized Single Hidden Layer
Networks in Aircraft Engine Fault
Diagnostics
The conventional approach to neural network-based aircraft engine fault diagnostics has
been mainly via multilayer feed-forward systems with sigmoidal hidden neurons trained
by back propagation as well as radial basis function networks. In this paper, we explore
two novel approaches to the fault-classification problem using (i) Fourier neural net-
works, which synthesizes the approximation capability of multidimensional Fourier
transforms and gradient-descent learning, and (ii) a class of generalized single hidden
layer networks (GSLN), which self-structures via Gram-Schmidt orthonormalization. Us-
ing a simulation program for the F404 engine, we generate steady-state engine param-
eters corresponding to a set of combined two-module deficiencies and require various
neural networks to classify the multiple faults. We show that, compared to the conven-
tional network architecture, the Fourier neural network exhibits stronger noise robust-
ness and the GSLNs converge at a much superior speed. �DOI: 10.1115/1.2179465�

1 Introduction
The application of neural networks to aircraft engine fault di-

agnosis has been mostly constrained to multilayer feed-forward
networks with sigmoidal transfer functions operating on the basis
of back-propagation learning �BPFN� �1–4� and radial basis func-
tion �RBF� networks �5�. Recently, there have been works that
explore alternative methods of neural computation applied to fault
diagnostics. Prominently, in �6�, a genetic algorithm �GA� was
first attempted on the fault analysis of advanced cycle gas tur-
bines. Also in �7�, a GA-based gas path fault diagnosis of a gas
turbofan engine was also presented. Venturing beyond the BPFN
platform and back-propagation learning can bring us new sur-
prises as much as it deepens our understanding of the virtues and
limitations of BPFN in the area of fault diagnostics. For instance,
in �8�, the use of Kalman filters, which are essentially linear
model-based approximators, was shown to offer a slight advan-
tage over conventional back-propagation networks in isolating
single-engine modular faults. And in �9�, a comparative study was
performed among different neural network architectures—
multilayer perceptrons, linear filters, self-organizing maps, and
learning vector quantization �LVQ� networks—in diagnosing ro-
tating machinery faults.

It is in this spirit that we propose two novel approaches to
aircraft engine fault diagnostics here—first, a Fourier neural net-
work, which synthesizes the approximation capability of multi-
dimensional Fourier transforms and gradient-descent back propa-
gation; and second, a class of generalized single hidden layer
networks �GSLN�, which self-structures at each iteration via the
well-known Gram-Schmidt orthonormalization procedure. Both
network methodologies are theoretically well founded but have
never surfaced previously in literature as artificial intelligence ap-
plications to engine fault diagnostics. We will study their working
principles and applicability in a fault diagnostics problem, as com-
pared to two-layer BPFN models that have sigmoidal hidden lay-
ers.

We are interested in the generalization performances of the dif-

ferent neural networks in diagnosing multiple modular faults of
the F404 engine. Deterioration of each engine module �i.e., reduc-
tion in each module’s efficiency� induces changes to aerothermo-
dynamic gas path properties, and thus, the deviations of an en-
gine’s parameters �like exit temperatures� from those of a
presumedly nominal one are natural signatures of modular prob-
lems. These residuals are thus appropriate inputs into any fault
diagnostics system. In this paper, we employ the GE digital simu-
lation program for F404 engine—Cycledeck �10�—to supply en-
gine data corresponding to two-module faults, the modules being
the high-pressure compressor �HPC� and turbine �HPT�, low-
pressure compressor �LPC� and turbine �LPT�. It turns out that for
single fault diagnostics, the problem is actually linearly separable
�see Fig. 1�; each module generates a distinct line �2–5% defi-
ciency� in every two-parameter phase space. All the neural net-
works of interest yield perfect generalization accuracy, and, in-
deed, for such a case, it is well known �and shown in �11�� that a
single-layer perceptron model is sufficient. On the other hand, the
situation complexifies when extended to multiple modular faults.
The data distribution reveals overlapping regions in the two-
parameter phase spaces corresponding to different two-module
faults �see Fig. 1�. This necessitates use of more than two thermo-
dynamic variables to distinguish between fault cases, and, indeed,
as later shown, this is the case.

The performance variables we used are: �i� WFE, engine fuel
flow rate, �ii� N2, high-pressure rotor rotational speed; �iii� T5H,
harness total temperature; �iv� PT56, hot stream total pressure
before mixing; and �v� PS3, high-pressure compressor exit static
pressure. The choice of these parameters is largely motivated by
their measurability in test cells and the F404 Engine Health Moni-
toring System �EHMS� �12�. Although the neural networks devel-
oped in this paper are trained using simulated data, when enough
physical data have been accumulated in the future, moving on to a
real-life application will be a straightforward process. The data
were all generated at standard day conditions, but there is no true
loss of generality here because correction factors for engine pa-
rameters due to ambient temperatures and pressures can be de-
rived following the procedure of �13�.

The paper is organized as follows: we begin by introducing the
mathematical background behind Fourier neural networks and
GSLNs, outlining their operating principles and algorithms. We
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then discuss, in detail, how we formulate the multiple fault diag-
nostics problem in the framework of neural networks. This in-
cludes a careful discussion on our choice of output representation
and our decision rules. Various experimental results are presented
next, including a comparison of the networks’ noise robustness
and convergence speeds. The paper ends with conclusions regard-
ing the novel neural networks and some suggestions for future
work.

2 Theoretical Background

2.1 Fourier Neural Networks. Consider a mapping f that
takes a D-dimensional input vector x� to a scalar output; hence,
f :RD→R. A conventional L-layer feed-forward neural network
with a scalar output is a function approximator of the form

f�x�� = �L��
k

W1k�L−1��
j

Vkj��¯�1��
i

Ulixi	
�	 �1�

with x��RD, W ,U ,V being the layers’ weights and the transfer
functions �i being sigmoidal or linear functions. If the weights are
trained via back-propagation algorithm, then the nested sigmoidal
scheme of Eq. �1� is a universal approximator �14�. To be more
specific, it was shown in �15� that a continuous function can be
arbitrarily well approximated by a BPFN with only a single hid-
den layer, where each unit in the hidden layer has a continuous
sigmoidal nonlinearity, and it was further revealed in �16� that a
BPFN with two hidden layers provides a converging approxima-
tion for any nonlinear mapping. Now, it turns out that there is
another model of neural computation �17� for which the network
output assumes the following form:

f�x�� =�
D2

C�k����x�,k��dk� �2�

Observe that in Eq. �2�, the transfer functions �i are functions of

the input x� and another variable k��RD2, weighted by the coeffi-

cient C and integrated with respect to k�. Note that, in general, the

dimension of k� needs not be the same as the input dimensionality.
In the language of functional analysis �18�, Eq. �2� represents an
integral operator mapping the input space to the output space with

kernel ��x� ,k��. Furthermore, if ��x� ,k��=eix�.k�, then up to a multiply-

ing constant, C is the Fourier transform of f on k�.
For computational purpose, we consider the discretized version

of Eq. �2� as

f�x�� = �
k1¯kD

C�k1 ¯ kD�exp�i�
j

xjkj	 �3�

where we have taken the Fourier kernel and, thus, let D2=D.

When x� and k� are discretized from 1 to an integral index N, we
arrive at the discrete Fourier transform. Equation �3� can be inter-
preted as having a network structure in Fig. 2, where we have let

W� denote k�, and the subscript i in Ci being a multiindex
k1 ,k2 , . . . ,kD�.

This is a single hidden layer neural network with the complex
exponential transfer function and complex-valued weights for the
outer layer. By Fourier theory, the weights C�k1 , . . . ,kD� in Eq. �3�
are obtained via inversion

C�k�� = �
x1¯xD

f�x��exp�− i�
j

xjkj	 �4�

Instead of Eq. �4�, we can obtain C�k�� via gradient descent meth-
ods since we have interpreted �3� as having a neural network
structure. Consider a two-dimensional problem with a real scalar

output f . Letting C�k��=CR�k��− iCIm�k��, we have from Eq. �3�

Fig. 1 Data distribution of two module faults
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�5�

Equation �5� is the explicit expression of the Fourier neural
network with the weight vector learned via gradient descent. A
multiple output system can be constructed by simply adding more
neurons �and, thus, weight vectors�. Furthermore, we can con-
strain the network’s output to a bounded interval by passing the
output �3� through another transfer function. For example, if we
require the network output to fall within �−1,1�, the final model
can then be

f�x1,x2� = 2�1 + exp� �
k1=1,k2=1

N,N

C�k1,k2�exp�− i�k1x1 + k2x2��	
−1

− 1 �6�
Next, we remark on the convergence properties of Eq. �6� fol-

lowing �17�. For a multidimensional Fourier series, we have the
following theorem �19�:

THEOREM 1. If f :X�→Y� is continuous with period 2� in every
subset of components, then the Fourier series for f converges uni-
formly to f.

It is then straightforward to show that Eq. �6� can approximate
arbitrarily well every continuous function defined on �−1,1�D. As
pointed out in �17�, the difference between the Fourier neural
network formalism and discrete Fourier transform lies in the fact
that statistical accuracy is recovered in the latter while the former
can converge via back-propagation learning to a near exact accu-
racy. The Fourier neural network effectively embeds gradient
descent-based back-propagation learning within the structure of a
finite Fourier series. It is natural to extend the Fourier neural
network to other models of the form Eq. �2�. For example, the
coefficients of the wavelet transform can be recovered via back-
propagation learning instead of the usual inversion formula. In-
deed, wavelet neural networks �20� can be constructed similarly
and have been used in many applications that involve dynamic
time behavior �21�.

In our experiments, we will investigate the generalization capa-
bilities of Eq. �6� using the optimal integral parameter N for dif-
ferent input dimensionalities. The value of N controls the number
of adjustable weights, and, thus the degrees of freedom of the
approximation series.

2.2 Generalized Single-Layer Networks. Consider an ap-
proximation of an input-output relationship of a form similar to
Eq. �3� but with the complex exponential functions replaced by
generalized basis functions �

f�x�� = �
a=1

N

Wa�a�x�� �7�

where x� is the input, Wa� is the set of weights to be adjusted later
on and �a� is a set of N nonlinear basis functions. Given K
training input-output pairs x�� ,Y��, �=1,2 , . . . ,K, we define the
network cost function E as the sum of mean-squared error as usual

E =
1

K�
�=1

K

�f�x��� − Y��2 �8�

Minimizing Eq. �8� with respect to the weights yields the equa-
tions

�
m=1

N

Wm��
�=1

K

�m�x����i�x���	 = �
�=1

K

Y��i�x��� �9�

Given a set of distinct x��, we have a regression solution that is a
global minimum in contrast to the local minimum that is possibly
encountered in back-propagation-based methods. Equation �9� can
be solved quickly via Gram-Schmidt orthonormalization �22�.
Analogous to the geometric vector space, we begin by defining
the inner product of two basis functions as ��a�x�� ��b�x���
���=1

k �a�x����b�x���, and the norm ��a�x� � =���a ��a�. Two func-
tions are orthogonal to each other if their inner product is zero. We
proceed to construct a set of orthogonal functions in place of the
original �a� by the following definitions:

�1�x�� =
�1�x��

��1�x���
,
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�l =

��l�x�� − �
i=1

l−1

�i�x����i�x����l�x���	
���l�x�� − �

i=1

l−1

�i�x����i�x����l�x���	�
, " l = 2,3, . . . ,N

�10�

This is the well-known Gram-Schmidt orthonormalisation, which
yields

��i�� j� = �ij �11�

where �ij is the Kronecker � function. From Eq. �10�, �a� is some
linear transformation of �a� and we can write the network output
as

f�x�� = �
a=1

N

W̃a�a�x�� �12�

where W̃a� is the new set of weights with respect to the orthonor-
malized basis functions. Equation �12� �or equivalently Eq. �7��
has the network structure depicted in Fig. 3.

Since �a� is an orthogonal set, we can substitute Eq. �11� into
Eq. �9� and this yields the solutions

W̃a = �
�=1

K

Y��a�x��� �13�

The globally optimal network can thus be obtained easily. Essen-
tially, just as in a RBF network, the input vector undergoes a
nonlinear transformation and is mapped to a space of dimension N
at the hidden layer. The basis functions are orthogonal in the
normed space, and this lends an effective computation of the op-
timal weights. Geometrically, as pointed out in �23�, the basis
function of each added neuron spans the space orthogonal to the
existing set of functions. If we denote the network error at epoch
� by E��x��, then at the end of the N+1 iteration, we have

EN�x�� = EN+1�x�� + W̃N+1�N+1�x�� �14�

Seeking the minimum EN+1�x�� implies finding �N+1�x�� most
“aligned” with EN�x��—this interpretation lends a geometrical
meaning to the orthogonalization process. The learning algorithm
is as follows �24�: we begin with a single hidden neuron and add
neurons �basis functions� one at a time iteratively to the network,
orthogonalizing them via Eq. �10� at each step. The iteration ends

Fig. 2 The structure of Fourier neural network

Fig. 3 The structure of GSLN
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when the training error in Eq. �8� decreases to below a certain
desired level.

The parameters that enumerate each basis function can be cho-
sen randomly from bounded intervals. In this paper, we use the
following two families of functions:

Gaussian: G���,��,x�� = exp�−
�x� − ���2

2�2 	 �15a�

Sigmoidal: S�a�,b�,x�� = �
i=1

D

1 + exp�− ai�xi − bi��� �15b�

where the function parameters ��, a�, b� are uniformly distributed
random numbers drawn from the interval �−1,1�D, and � in the
interval �0.5,2.5�. We can also choose other types of basis func-
tions of other symmetry features, see �25� for a comprehensive
review. Also, the relationship between the Fourier neural network
and GSLN is clear. Equation �12� takes the form of Eq. �3� with a
being the multi-index k1 , . . . ,kD� and complex exponential func-
tions as basis functions. In the case of Fourier neural networks,
the network does not grow with each iteration and the trigonomet-
ric functions are not orthogonal to each other �by our definition of
inner product�. Thus, the optimal weights of the Fourier networks
cannot be obtained via Eq. �13�.

3 Network Modeling

3.1 Data Preprocessing. We are interested in the generaliza-
tion capabilities of various neural networks in mapping five en-
gine performance variables—WFE, N2, T5H, PS3, and PT56—to
all of the six possible two-module fault classes. The four modules
of the F404 engine are HPT, HPC, LPT, and LPC. The input
variables to the networks are simply the deviations of the various
parameters from their nominal values. Besides the Fourier neural
network in which the input values are normalized between 1 and
the integral index N, the GSLNs and back-propagation-based
feed-forward networks will be fed with input normalized within
the interval �−1,1�. This follows from the well-known heuristics
rule �see, for example, �14�� that each input variable should be

preprocessed so that its mean value is close to zero.
We now come to the question of what constitutes an appropriate

output representation for our classification problem. Since there
are six multifault classes, a straightforward choice would be to
have a six-dimensional �6D� output vector Fi�x�� ,1	 i	6 of
which each component denotes the degree to which the input x�
belongs to each fault class. However, in this case, we have the
prior knowledge that these fault classes are not physically inde-
pendent from each other. Consider, for example, the fault classes
HPT-HPC and HPT-LPT. The engine parameters corresponding to
both fault scenarios share a common origin in the HPT deteriora-
tion. Thus, we can choose to have a four-dimensional �4D� output
vector Fi�x�� ,1	 i	4 for which each component denotes instead
the degree to which each module has deteriorated. A natural out-
put decision rule is the Bayes rule stating: Classify input x� as
belonging to the multifault class of modules � and 
 if

F��x��,F
�x�� � Fi�x�� for all i � �,


The data sets are generated by a F404 engine simulation program,
which yields precise estimates of the modular deficiencies in the
range 0–5%. This leads us to consider the continuous mapping

Fi�x�� = 0.16gi�x�� + 0.1 �16�

where gi�x�� is the ith module’s deficiency in percentage. Equation
�16� maps all output component values to the interval �0.1,0.9�,
where 0.1 represents the nominal state and 0.9 represents the
maximum deficiency level in our experiments.

Now to be realistic, accurate numerical estimates of the modu-
lar deficiencies are difficult if not impossible to obtain, in particu-
lar, for test cell settings. If a neural network is designed for learn-
ing via real-life data, it must admit target values that represent at
most fuzzy knowledge of the deficiency levels. For example, in-
stead of Eq. �16�, we could have simply

Fi�x�� = �� if module is nominal

1 − � if module is faulty
�17�

where � is a small positive constant. Now Eq. �17� can be made
more sensitive to our rough knowledge of how serious each en-
gine module has deteriorated by letting

Fig. 4 Distribution of training and testing data
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Fi�x�� = � + ��1 − 2�� �18�

where 0	�	1 can be interpreted as a fuzzy membership value.
Note that both Eqs. �17� and �18� keep Fi�x�� within the range
�� ,1−��. In our experiments, we adopt two different output rep-
resentations: Eq. �16�, which we call continuous targets, and Eq.
�18� with �=0.1, and

� = 1.25�0.01g + 0.75��g − 1� �19�

with �g−1�=1 for all g�1 and 0 otherwise. The choice of
membership function implies that for deterioration of �1%, the
module is described as nominal with Fi�x��=0.1, while for deterio-
ration exceeding 1%, the membership function increases linearly
with g, from 0.95 to 1, with 0.86�F�0.9. The numeric constants
in Eq. �19� are arbitrary but chosen so that we almost have Eq.
�17�. We call Eq. �19� binary targets due to its closeness to Eq.
�17�. Indeed, in real-life applications where the target output is not
numerically quantifiable, binary targets become the obvious
choice of representation.

Although we have utilized both Eqs. �16� and �19� in our ex-
periments, results showed that the neural networks trained on the
same input data for either of them did not produce significantly
different results. Thus, we will only present results corresponding
to binary targets for compactness, taking note that the various
analysis and conclusions in Sec. 3.2 hold for continuous target
choice as well. Finally, for each multifault class defined by mod-
ules � and 
, our training data consists of all engine parameters
simulated from all possible integer pairs of module deteriorations
g��x�� ,g
�x��� within the region g��x��+g
�x��	5, which consist of

21 points in total �see Fig. 4�. The testing data set consists of 100
random points in the domain 2	g��x��+g
�x��	5, thus yielding a
training to testing data size ratio of about 1:5.

3.2 Experimental Results. Table 1 shows the average accu-
racies in percentages of the various neural networks when pre-
sented the testing data sets. The back-propagation networks
�BPFN� are two-layer networks each having a sigmoidal hidden
layer and linear outer layer, with the numbers in the parenthesis in
Table 1 indicating the number of neurons in the hidden layer. Both
BPFN and Fourier networks have their weights learned via
gradient-descent method with an adaptive learning rate �26� and
momentum of 0.5, while the GSLNs have theirs updated through
the procedure discussed in Sec. 2.2. The results were taken at
10,000 epochs for both BPFN and Fourier networks, and the op-
timal epoch �typically, in the range of 30–40 and beyond which
the training error starts to increase� for the GSLNs. These results
are obtained as averages over ten repetitions for each neural
network.

Figure 5 displays the variation of the neural networks’ perfor-
mances with input dimensionality. Note that for BPFN, we have
checked that increasing the number of hidden neurons beyond-ten
did not improve our various results significantly. For each neural
type, there exist network parameters such that perfect accuracy
can be realized if all five engine variables were used as inputs. As
we decreased the input dimensionality, the generalization perfor-
mance shared a common decrease. This reminds us of Cover’s
theorem �27� that a complex pattern-classification problem cast in
a high-dimensional space nonlinearly is more likely to be linearly

Table 1 Networks’ accuracies at different input dimensions, averaged over all parameter
combinations

Input
dimensions

Fourier
�N=2�

Fourier
�N=3�

Fourier
�N=4�

Fourier
�N=5�

BPFN
�2 hidden
neurons�

BPFN
�10 hidden
neurons�

Sigmoidal
GSLN

Gaussian
GSLN

2 43.5 47.58 46.85 41.7 44.98 51.78 50.53 50.02
3 71.47 67.75 52.22 37.72 57.78 73.73 74.13 74.23
4 90.90 78.10 41.67 31.77 64.14 92.6 97.37 95.33
5 99.83 65 31 29 66.67 99.87 100 100

Fig. 5 Networks’ accuracies at different input dimensions
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separable than in a low-dimensional space. In this case, the ab-
stract dimensions are actually physical input dimensions. In Fig.
6,we observe that the optimal value of N for the Fourier networks
is 2 for three to five input dimensions and is 3 for two dimensions.
This result is specific to our problem, but generally, increasing N
beyond the optimum value leads to an overparametrization of the
network model, which subsequently overfits. The nonlinear map-
pings between the input and output as provided by the neural
networks can also be interpreted as four different hypersurface
constructions—one for each component of the 4D output vector.
For visualization purposes, we consider a two-dimensional input
problem with T5H and N2 as the variables. Figures 7�a�–7�d�
capture the output corresponding to LPC deficiency as a function
of the two input variables. The surface rendered by the Fourier
network exhibits more oscillatory slopes relative to the sharply
increasing slopes toward the maximum training value of N2,
which hints at overfitting by the GSLNs and BPFN.

Next, we investigate the noise robustness of the networks by

adding a random perturbation to the testing data X� as follows:

XNoise
i = Xsimulated

i + K�iZ �20�

where Xi is the input parameter, �i is the parameter sensor’s char-
acteristic standard deviation �28�, K is the control parameter gov-
erning the noise level, and Z a random number drawn from a
normal distribution with mean 0 and standard deviation 0.5. Fig-
ure 8 shows the results for 0	K	2 in steps of 0.1. The accuracy
of each GSLN dips sharply with K, and they seem to generalize
better at preoptimal epochs, where they achieve a lower-
percentage accuracy for noise-free data �K=0�. This implies over-
fitting occurring as was apparent in the two-dimensional problem
�Fig. 7�. The Fourier network outperformed the rest in this respect
and clearly presented itself as the most noise-robust five-
dimensional model.

Finally, we compare the convergence speeds of the various neu-
ral networks. As shown in Fig. 9 and Table 2, the GSLNs pos-
sessed a tremendous superiority over the Fourier networks and
BPFN in terms of their convergence speeds. They yielded perfect
accuracy with the testing data set at around the 20th epoch when
the others yielded results of �50%. It is also interesting to ob-

serve that the increase in the testing accuracy for Fourier neural
networks took place more smoothly than the learning curve for
BPFN.

4 Conclusions
We have demonstrated successful applications of both Fourier

networks and a class of GSLNs in the two-module fault diagnos-
tics of the F404 engine using a computer simulation program as
our data source. With our input choice of five engine
parameters—WFE, N2, T5H, PS3, PT56—these neural systems
have achieved perfect generalization accuracy when supported by
a training-to-testing data size ratio of about 1:5. Similar results
hold for conventional BPFN with sigmoidal transfer function.
Nonetheless, both novel networks have shown clear superiorities
over BPFN in certain aspects, at least for this specific problem.
The Fourier network was most resilient against random noise.
Essentially, its approximation capability is similar to that of a
multidimensional Fourier transform, but with the Fourier coeffi-
cients learned via gradient descent. On the other hand, the GSLNs
converged to perfect testing accuracy with only �15 iterations at
which the other networks can only yield sub-50% accuracy. What
characterizes the GSLN’s unique advantage is the usage of Gram-
Schmidt Orthonormalization as a self-structuring procedure.

Many avenues exist for future research in these novel neural
networks. We have used fixed basis functions throughout training

of weight vectors, with their characterizing parameters �� ,a� ,b� ,��
in Eq. �15� drawn from probability distributions at each iteration.
These parameters determine the shapes of these basis functions,
for example, a close-to-zero � for the Gaussian function implies
that it has steep slopes. This approach can be extended to one that
spends some computational cost to optimize the values of these
parameters. In �23�, the training algorithm for the GSLN includes,
at each epoch, another separate iteration via gradient descent to
arrive at the optimal parameters. This compromises the fast con-
vergence speed that comes with fixed-basis functions, but may
refine the network’s noise robustness. Similarly, for Fourier net-
works, instead of fixing the first layer weights �Wi� in Fig. 2�, we

Fig. 6 Fourier neural networks’ accuracies at different integral index N
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Fig. 7 „a…–„d… Surface reconstructions by the neural networks

Fig. 8 Noise robustness of various neural networks
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can also use gradient-descent methods to calculate them, but this
also implies that the basis functions have no strict harmonic rela-
tionships as in Fourier transforms.

Currently, data collection is in progress for an eventual real-life
application of these neural networks. The applicability of these
novel systems lies beyond the steady-state modeling described in
this paper. For Fourier networks, the sinusoidal nature of the ac-
tivation functions renders them useful for time series analysis; as
in �29�, they were used in the context of recurrent networks to fit
temporally varying data. We hope that this work will inspire fur-
ther use of these neural platforms to a wide range of gas turbine
engine diagnostics problems.

Nomenclature
C�k1 , . . . ,kD� � Fourier coefficients

Fi�x�� � Target output representation of the ith module
K � noise control parameter

U ,V ,W � weights of neural network
Z � random number from normal distribution with

mean zero and standard deviation 0.5
f�x�� � neural network output

gi�x�� � ith module’s deficiency in percentage
x� ,Y� � training input-output pairs

� � basis function of GSLN
� � transfer function of neural network
� � orthonormalized basis function of GSLN
� � fuzzy membership value
�i � ith parameter sensor’s characteristic standard

deviation
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A Reassessment of the
Alternative Regeneration Cycle
Two prior papers and several patents have considered improvements to a gas turbine
engine’s cycle efficiency by using two turbines in series with an intermediate heat ex-
changer that preheats combustion air. This approach allows heating the combustion air
to temperatures higher than those that can be achieved with “conventional regeneration”
in which the combustion products are fully expanded across a turbine before any heat
recovery. Since heat addition in the combustor of the “alternative regeneration” cycle
occurs at a higher average temperature, then under certain conditions the cycle efficiency
can be higher than that available from a cycle using conventional regeneration. This
paper reconsiders the usefulness of the alternative regeneration cycle with more detailed
modeling than has been presented previously. The revised modeling shows that the alter-
native regeneration cycle can produce efficiencies higher than conventional regeneration,
but only for a more limited set of conditions than previously reported. For high-
technology engines operating at high temperatures, the alternative regeneration cycle
efficiencies can be three to four percentage points better than comparable conventional
regeneration cycles. For lower-technology engines, which are more typical of those cur-
rently installed, improvements in efficiency only occur at lower values of heat exchanger
effectiveness, which limits the usefulness of the alternative regeneration cycle. Also con-
sidered is an extension to the cycle that employs a second heat exchanger downstream of
the second turbine for the purpose of further preheating the combustion air. In its opti-
mum configuration, this “staged heat recovery” can produce additional small improve-
ments of between 0.3 and 2.3 percentage points in cycle efficiency, depending on the
particular cycle parameters assumed. �DOI: 10.1115/1.2179079�

Introduction
The alternative regeneration scheme shown in Fig. 1�c� was

discussed in prior papers by Dellenback �1� and Cardu and Baica
�2�. The cycle utilizes a high-pressure turbine �HPT�, a power
turbine �PT�, and a heat exchanger located between the two tur-
bines. Heat is extracted from the hot gas stream leaving the first
turbine and used to preheat air passing to the combustor. Because
the hot gases from the HPT are not fully expanded before entering
the heat exchanger, their temperature is higher than would be the
case in a conventional regeneration scheme �see Fig. 1�b�� where
heat is recovered only after the maximum amount of work has
been extracted. There are two competing consequences associated
with using the underexpanded gases for preheating air passing to
the combustor: �i� heat addition at the combustor occurs at a
higher average temperature, which tends to increase cycle effi-
ciency, and �ii� the specific power output of the cycle is reduced
because the enthalpy of gases passing to the PT is lower. Whether
the overall cycle efficiency is increased or decreased by the alter-
native heat exchanger location depends on which of the two con-
sequences dominates and this, in turn, is a function of cycle op-
erating parameters. Dellenback �1� shows how simple
thermodynamic models predict significant efficiency gains for the
alternative regeneration cycle over a wide variety of operating
conditions.

In addition to the reduced specific power output, a second
drawback of the alternative regeneration cycle is that the heat
exchanger operates at higher temperatures and pressures than is
the case for a conventional regeneration cycle. The pressure re-
quirements are higher because the optimum pressure ratio �PR�
for the alternative regeneration cycle tends to be higher than for
conventional regeneration. However, both the temperature and

pressure requirements are within the capabilities of modern heat
exchangers, as discussed by Wright and Stringer �3�.

Figure 2 contrasts a simple cycle, a conventional regenerative
cycle, and the alternative regeneration cycle, with all operating
between the same temperature and pressure limits. The heat ex-
changer is assumed to be a recuperator that has no moving parts
and no gas leakage. Since the heat input is equivalent to the area
under the curve on a T-s diagram, the dramatically different levels
of external heat input at the combustor are readily apparent in Fig.
2 when comparing paths 2 to 4 for the simple cycle, path 3conv to
4 for conventional regeneration, and path 3alt to 4 for alternative
regeneration. The power output from the cycles is proportional to
the area enclosed within the curves, so that the smaller values of
specific power produced by the alternative regeneration cycle are
also apparent. The heat rejected from the cycles is proportional to
the area under the curves; from states 6 to 1 for the simple cycle,
from 7conv to 1 for the conventional regeneration cycle, and from
7alt to 1 for the alternative regeneration cycle. Of the three cycles,
the alternative regeneration cycle requires the smallest heat input,
produces the lowest specific power, and rejects the smallest
amount of heat to the environment.

When the alternative regeneration cycle is operated as a two-
spool engine with gas generator and PT utilizing separate shafts,
the cycle efficiency will be less than optimum. Hence, Fig. 1�c�
shows a single-shaft configuration that allows optimization of the
efficiency by appropriate choice of the pressure between the tur-
bines. The optimum configuration of the alternative regeneration
cycle occurs when the PT is supplying some fraction of the net
power output. Note that in the limit as the PT output goes to zero,
the alternative regeneration cycle is exactly the same as the con-
ventional regeneration cycle.

The paper by Dellenback �1� uses an elementary approach for
developing comparative thermodynamic cycle models, and within
the limits of those models, the alternative regeneration scheme
exhibits attractive characteristics. The goal of the present work
was to upgrade the sophistication of the original thermodynamic
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models, and this, generally, had a negative impact on the attrac-
tiveness of the alternative regeneration cycle. The alternative re-
generation cycle models are particularly sensitive to the way prop-
erties are evaluated, so that while the results presented in
Dellenback �1� are accurate, they are also overly optimistic with
respect to the advantages of alternative regeneration when con-
trasted with conventional regeneration. Finally, the benefits of
adding a second heat exchanger downstream of the PT were ex-
amined. Although this would not seem to be feasible for the par-
ticular temperature and pressure limits assumed in Fig. 2 �because

T7alt�T2�, there are other pressure and temperature conditions for
which this second heat exchanger is feasible, with a resulting
benefit for cycle efficiency.

Thermodynamic Models
To improve the sophistication of the thermodynamic modeling,

two aspects of the original models �1� were modified and applied
to all calculations shown in the present paper:

�a� Polytropic compressor ��pc� and turbine ��pt� efficiencies
were incorporated in place of the isentropic efficiencies
used in the original paper. This change had a negligible
impact on the results shown in Dellenback �1�, but it is,
nevertheless, a more correct approach for comparing
cycles having different pressure ratios �4,5�.

�b� Pressure drops through the combustor and heat exchanger
have been modeled as a percent of inlet pressure to these
devices, as opposed to an absolute value of 13.8 kPa
�2 psi� that was used in Dellenback �1�. This revised ap-
proach to modeling the pressure drops tends to penalize
the alternative regeneration cycle significantly more than
the conventional regeneration cycle because the hot-side
pressure drop penalty in the recuperator is more severe
than for conventional regeneration, resulting in less work
extraction from the PT.

For the simple and conventional regenerative cycles, so long as
polytropic efficiencies are used, it is not important from a thermo-
dynamic modeling perspective whether the engine is configured as
a gas generator with PT or as a single-shaft machine having one
compressor and only one turbine. This is not true of the alternative
regeneration cycle since heat is extracted between the two tur-
bines.

For the states as labeled in Fig. 1, when an air-standard cycle is
assumed, the following thermodynamic models result:.

Simple Cycle:

�cycle,simple =
Net work output

External heat input
=

ṁ�h5 − h6�
ṁ�h4 − h2�

=
�h5 − h6�
�h4 − h2�

�1�

Conventional Regeneration:

�cycle,conv regen =
�h5 − h6�
�h4 − h3�

�2�

Alternative Regeneration:

�cycle,alt regen =
�h6 − h7� + �h4 − h5� − �h2 − h1�

�h4 − h3�
�3�

The form of Eq. �3� allows for modeling the cycle as either a gas
generator with PT �for which �h4−h5�= �h2−h1�� or as a single-
shaft machine with the two turbines and compressor all connected
on a common shaft. There has been no allowance for turbine blade
cooling in these models. To evaluate temperatures after compres-
sion, the polytropic efficiency is used to give

T2

T1
= �P2

P1
���−1�/��pc

�4�

and for a typical expansion �e.g., for the alternative regeneration
cycle�, the downstream temperature is found from

T7

T6
= �P7

P6
���−1��pt/�

�5�

The definition of heat exchanger effectiveness is used to find
the temperatures at state 3, and energy balances on the heat ex-
changer give temperatures at 7 and 6 in the conventional and
alternative regeneration cycles, respectively. For each cycle, at
each operating condition, the compressor pressure ratio �PR� was
optimized to find the maximum cycle efficiency �an exception was
the Fig. 2 data where PR=10 was used to demonstrate the differ-

Fig. 1 Configuration of simple, conventional regeneration,
and alternative regeneration cycles: „a… simple cycle in gas
generator configuration, „b… conventional regeneration in gas
generator configuration, „c… alternative regeneration cycle

Fig. 2 Comparison of cycles for PR=10, TIT=1100°C,
effectiveness=0.9, �Prec=0
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ence between the three cycles�. In addition, for the single-shaft
configuration of the alternative regeneration cycle, the pressure at
state 5 was simultaneously optimized to give the highest cycle
efficiency. Unless stated otherwise, all models used the parameters
shown in Table 1.

In order to solve Eqs. �1�–�5�, a method of relating temperatures
to enthalpies is required. The alternative regeneration cycle
proved particularly sensitive to the property evaluation scheme
that was used. Temperature-dependent specific heats were used,
which makes the calculation iterative since the temperatures re-
quired for property evaluation are not known a priori. ENGINEER-

ING EQUATION SOLVER �EES� �6� was used as the modeling plat-
form to facilitate both the property evaluation and the iterative
solution.

Both specific heats �at constant volume and constant pressure�
were evaluated at each state and then an average value of the
specific heat ratio was evaluated at the mean temperature associ-
ated with each compression and expansion for use in Eqs. �4� and
�5�, respectively. The temperature-dependent specific heat data
embedded in EES are based on the gas tables by Keenan et al. �7�.
The working fluid was taken to be pure air, behaving as an ideal
gas.

A second approach for evaluation of enthalpy was also consid-
ered, where product gases were modeled as mixtures of oxygen,
nitrogen, carbon dioxide, and water vapor. The mixture composi-
tion was a function of the fuel/air ratio required to give the desired
turbine inlet temperature �TIT�. This approach was not an air-
standard cycle analysis because the fuel mass was included in the
models and Eqs. �1�–�3� modified accordingly. This scheme was
examined for a wide variety of operating conditions, but produced
results essentially identical to the cases where product gases were
modeled as pure air. The pure air results are presented here since
the calculations were simpler to implement and devoid of any
convergence difficulties that sometimes arose in the multiple-
parameter optimization for overall PR and PT inlet pressure.

Results and Discussion
The curves in Fig. 3 represent the range of turbine inlet tem-

perature from 900°C to 1500°C, with PR optimized at each point
to give the highest possible cycle efficiency. Although TITs of
1500°C are rather high for current technology, the goal of this
investigation was to examine both the present and future feasibil-
ity of the cycle. Results for two configurations of the alternative
regeneration cycle are shown, one being the single-shaft configu-
ration with optimized pressure at state 5, and the other the gas
generator configuration where the HPT work is set equal to the
compressor work requirement. When compared to the results in
Dellenback �1�, where a simpler modeling approach was used, we
see that those prior models significantly underpredict all three
cycle efficiencies compared to the more accurate model results
shown here. For the simple cycle at TIT of 1300°C and higher,
the optimum PR is excessive by current standards; thus, the PR
was limited to 40 and this explains the declining slope of the
curve at higher TIT. The Fig. 3 results show that alternative re-
generation will be superior to conventional regeneration under
these conditions, and the advantage increases with increasing TIT.
This is due to the fact that the average temperature at which the
PT work is being extracted is lower than with conventional regen-
eration. This lower temperature leads to a higher value of the

specific heat for product gases �2% higher across the alternative
regeneration PT� and thus, an increase in cycle performance.
However, the benefits of the alternative regeneration are only re-
alized for lower recuperator effectivenesses ��0.9�—at the higher
effectivenesses typically realized in modern recuperators and re-
generators, the conventional regeneration cycle will give superior
performance.

For the single-shaft alternative regeneration cycle data of Fig.
3, the PT contribution to the net shaft power varies from 33% at a
TIT of 900°C to 81% at a TIT of 1500°C. In later discussion, it
will be seen that for some configurations, the PT is producing a
much smaller fraction of the total shaft work.

The cycle PR is obviously important in engine design since
higher PRs require larger and more expensive compressors. Figure
4 shows the optimum PRs corresponding to the cases in Fig. 3.
Again, the simple-cycle PR was limited to 40 or less. In addition
to the increased cycle efficiency afforded by conventional regen-
eration, Fig. 4 shows that the optimum PR is much smaller than
for the simple cycle. The improved efficiencies available from the
alternative regeneration cycles are only available by using PRs
higher than those required for conventional regeneration, but these
higher optimum PRs are feasible for current engines.

Figure 5 shows the PT exit temperature, giving an indication of
useful heat that remains in the exhaust gases. The alternative re-
generation cycles provide more heating to the combustion air than
conventional regeneration, thus lowering the temperature of gases
through their PTs and also lowering the PT exit temperature.

Feasibility Limits for the Alternative Regeneration Cycle.
Figure 3 gave results for a recuperator effectiveness of 70% to
show that the alternative regeneration cycle can, theoretically, of-
fer more attractive performance than a simple or conventional
regeneration cycle. Since the use of heat-recovery heat exchangers
with gas turbines has been limited both by the bulk or size of the
exchanger as well as the increased cost, the lower effectivenesses
might be preferred in some space or cost-sensitive applications
because even a low-effectiveness heat exchanger will give cycle
efficiencies significantly higher than a simple cycle, as shown by
Fig. 6. However, current state-of-the-art heat exchanger designs,
whether of the recuperator or regenerator type, typically have ef-
fectivenesses in excess of 90%. Recall that the single-shaft alter-

Table 1 Model parameters

Compressor inlet temperature 15 °C
Compressor inlet pressure 1 atm
Combustor pressure drop 3% of inlet pressure

Heat exchanger pressure drops 2% of inlet pressure for each gas path
Polytropic compressor efficiency 90%

Polytropic turbine efficiency 87%

Fig. 3 Comparative cycle performance, effectiveness=0.7; PR
optimized for each point
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native regeneration cycle results were optimized as a function of
two parameters—the overall PR and the pressure between the two
turbines. At the higher effectivenesses, the best-case performance
of the alternative regeneration cycle corresponds to the limiting
case where all of the gas expansion occurs across the HPT such
that the alternative regeneration cycle is identical to conventional
regeneration. However, when the effectiveness is low, the higher
combustor inlet temperatures available from the alternative regen-
eration cycle act to offset the lower PT performance, giving an
advantage over conventional regeneration. Figure 6 shows how
the cycle efficiency varies as a function of effectiveness, with the
upper four curves corresponding to TIT=1500°C and the lower
four curves corresponding to TIT=900°C. At 1500°C, alternative

regeneration has no benefits over conventional regeneration for
effectivenesses greater than about 0.83, and for the lower TIT of
900°C, the feasibility limit for alternative regeneration occurs at
an effectiveness of �0.68. If alternative regeneration is to be used
in a gas generator/PT configuration, then Fig. 6 shows that this
configuration is only better than conventional regeneration for an
even more limited range of effectivenesses.

In heat exchanger design, the cross-sectional area of flow chan-
nels can be increased with the goal of lowering the pressure drop,
with the consequence of lower effectiveness if the overall size and
cost of the heat exchanger is fixed. Lowering the heat exchanger
pressure drop can also cause problems in obtaining uniform flow
distribution through the exchanger �8�. Nevertheless, as pressure
drop through the heat exchanger is reduced, there would seem to
be greater benefit for the alternative regeneration cycle than for
conventional regeneration since the hot side gases are at higher
pressure in the alternative regeneration cycle and the pressure loss
is evaluated as 2% of the incoming pressure. Thus, a heat ex-
changer with low pressure drop and low effectiveness might help
to improve the range of useful applications for the alternative
regeneration cycle. However, the overall cycle performance is
much more sensitive to the effectiveness than the heat exchanger
pressure drop. Thus, calculations revealed no substantial improve-
ment in the range of feasibility for the alternative regeneration
cycle by using a heat exchanger with low effectiveness and very
low pressure drop.

Staged Heat Recovery. For many of the alternative regenera-
tion operating points already presented, the gas temperature out of
the PT was higher than the compressor outlet temperature �i.e.,
T7�T2�. This suggests there could be a benefit by adding a sec-
ond heat exchanger, in a “staged heat recovery” �SHR� scheme.
This second exchanger would use gases discharged by the power
turbine to preheat air between the compressor and primary recu-
perator as shown in Fig. 7. Since such a heat exchanger would
introduce additional pressure drops into both hot- and cold-side
gas flow paths, the feasibility of the SHR cycle depends on
whether enough heat can be recovered to offset the increased pres-
sure drop penalty. The SHR scenario was modeled by using the
definition of heat exchanger effectiveness to determine the outgo-
ing air temperature �T9�, and an energy balance on the heat ex-

Fig. 4 Optimum pressure ratios for results shown in Fig. 3
„limited to a maximum value of 40…

Fig. 5 Power turbine exit temperatures for results shown in
Fig. 3

Fig. 6 Effect of recuperator effectiveness at two different TITs,
PR optimized for each operating point
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changer to determine the final exhaust temperature of the combus-
tion gases �T8�. The pressure drops for the second heat exchanger
were taken to be equal to the values assumed for the primary
recuperator.

The addition of a second heat exchanger in the SHR configu-
ration proved to be feasible only at high TIT. For a TIT of
1500°C, Fig. 8 shows that the simple cycle efficiency peaks at
PRs that are higher than the maximum feasible value for state-of-
the-art engines, which is �40. The conventional regeneration
cycle offers increased efficiency at a modest PR of �13. Alterna-
tive regeneration can further improve the cycle efficiency by �1.7
percentage points, but at the expense of a larger compressor pro-
viding a PR of �30. Finally, the SHR cycle can further improve
the cycle efficiency and can do so at a much more manageable PR
of 9. The reason the SHR cycle reduces the optimum PR is be-
cause the PT is only producing �12% of the total net power
output at the peak efficiency operating point; hence, the cycle is
operating very similarly to a conventional regeneration cycle.
When a second heat exchanger is added to a conventional regen-
eration cycle, there is also an improvement in cycle efficiency
because the overall effect is to recover more useful heat from the
exhaust gas stream, just as might be done with a single heat ex-
changer having very high effectiveness. Although the PT is pro-
ducing a small fraction of the total work in the optimum SHR
cycle, there is a slight improvement of �0.2 percentage points in
cycle efficiency over that yielded by a conventional regeneration
cycle using two heat exchangers in series.

The Fig. 8 results were generated assuming the effectiveness of
both heat exchangers was the same. There is the potential to fine

tune the SHR cycle by manipulating the effectivenesses, or the
quantity of heat transferred, by each exchanger. This was exam-
ined by varying each effectiveness independent of the other. Al-
though the cycle efficiencies increased as either effectiveness was
increased, the SHR models proved to be insensitive to the particu-
lar order in which heat was removed. For example, if the effec-
tiveness was 0.7 for the primary recuperator and 0.9 for the sec-
ondary recuperator, the results were essentially identical when the
two effectiveness values were interchanged. This is apparently
due to the aforementioned observation that the PT is performing
very little work in the optimized SHR cycle so that subtle changes
in the PT inlet temperature do not have a significant influence on
the overall cycle efficiency.

The SHR cycle proved to be feasible at high values of heat
exchanger effectiveness, at least for high TIT. At a TIT of
1500°C, the SHR cycle consistently produced a cycle efficiency
�0.2 percentage points better than a conventional regeneration
cycle using two heat exchangers in series for values of effective-
ness up to 0.95. The SHR cycle was the only version of alternative
regeneration that produced some benefit in cycle efficiency �rela-
tive to conventional regeneration� for high values of effectiveness.

The performance of the cycles that have been modeled here are
quite sensitive to the compressor and turbine efficiencies. As tech-
nology improves and component efficiencies increase, the alterna-
tive regeneration cycles will be more attractive relative to conven-
tional regeneration and simple cycles. To illustrate this point, the
Fig. 6 calculations were reconsidered with compressor polytropic
efficiency increased from 0.90 to 0.95, and with turbine polytropic
efficiency increased from 0.87 to 0.92. The results, shown in Fig.
9, indicate that the feasibility of the alternative regeneration cycles
is extended to higher effectivenesses as the component efficien-
cies increase. For a TIT of 1500°C and effectiveness of 0.9,
single-shaft and gas-generator versions of alternative regeneration
have cycle efficiencies that are �1 percentage points higher than
conventional regeneration. The improvement is substantially
larger at lower effectivenesses. The SHR cycle appears to be par-
ticularly attractive at high effectiveness. For example, at an effec-
tiveness of 0.9 and TIT of 1500°C, the SHR cycle efficiency is
�3.3 percentage points better than that of conventional regenera-

Fig. 7 Configuration of the staged heat recovery „SHR… cycle

Fig. 8 Optimum PR is a strong function of cycle configuration,
effectiveness=0.7, TIT=1500°C

Fig. 9 Effectiveness range for which alternative regeneration
is feasible is expanded when higher technology components
are available; �pc=0.95, �pt=0.92. PR optimized for each point,
but limited to 40 or less.
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tion. However, at this condition, the PT in the SHR cycle is once
again providing very little of the net power output ��7% � so that
the optimum SHR cycle is again very much like a conventional
regeneration cycle having two heat exchangers in series. In fact,
the SHR cycle efficiency is only �0.3 percentage points better
than a conventional regeneration cycle using two heat exchangers
when the effectiveness is 0.90 and TIT=1500°C. Hence, the pri-
mary conclusion from Fig. 9 is that the alternative regeneration
cycles using one heat exchanger will be more feasible for future
high-technology engines that have high component efficiencies,
and the SHR cycle will be of little interest.

Conclusions
The alternative regeneration cycle has been modeled with more

detailed models than have been presented previously. The results
are significantly different from those given in an earlier paper, in
part, due to the way thermodynamic properties were evaluated.
The alternative regeneration cycle exhibits sensitivity to the prop-
erty evaluation scheme because the cycle extracts work over a
larger range of temperatures than either a simple or conventional
regeneration cycle operating between the same temperature and
pressure limits, and therefore property variation is more extreme.
The alternative regeneration cycle can exhibit performance supe-
rior to conventional regeneration, but this usually only occurs for
lower values of heat exchanger effectiveness so that the usefulness
of the cycle is limited. As component efficiencies increase, alter-
native regeneration is attractive at higher effectivenesses. The op-
timum pressure ratios for alternative regeneration cycles tend to
be higher than for conventional regeneration, requiring larger and
more expensive compressors to achieve a particular level of
power output. When a second heat exchanger is added to the
alternative regeneration cycle, there is a small benefit for cycle
efficiency achievable at higher effectivenesses. When using a sec-
ond heat exchanger, the optimum PRs are much lower and virtu-
ally the same as those required for conventional regeneration.

Nomenclature
h � enthalpy

HPT � high-pressure turbine
ṁ � mass flow rate
P � pressure

PR � compressor pressure ratio
PT � power turbine

SHR � staged heat recovery
T � temperature

TIT � turbine inlet temperature

Greek
� � cycle efficiency
� � specific heat ratio

Subscripts
1,2,3,¼ � thermodynamic states identified in Figs. 1 and

7
pc � polytropic compressor efficiency
pt � polytropic turbine efficiency

rec � recuperator

References
�1� Dellenback, P. A., 2002, “Improved Gas Turbine Efficiency Through Alterna-

tive Regenerator Configuration,” ASME J. Eng. Gas Turbines Power, 124�3�,
pp. 441–446.

�2� Cardu, M., and Baica, M., 2002, “Gas Turbine Installations With Divided
Expansion,” Energy Convers. Manage., 43, pp. 1747–1756.

�3� Wright, I. G., and Stringer, J., 1997, “Materials Issues for High-Temperature
Components in Indirectly Fired Cycles,” ASME Paper No. 97-GT-300.

�4� Wilson, D. G., 1984, The Design of High-Efficiency Turbomachinery and Gas
Turbines, MIT Press, Cambridge, MA.

�5� Crumpsty, N., 1997, Jet Propulsion, Cambridge University Press, Cambridge,
England.

�6� Engineering Equation Solver©, 2002, S. A. Klein, F-Chart Software, Madison,
WI.

�7� Keenan, J. H., Chao, J., and Kaye, J., 1983, Gas Tables: Thermodynamic
Properties of Air Products of Combustion and Component Gases, Wiley, New
York.

�8� Beck, D. S., and Wilson, D. G., 1996, Gas Turbine Regenerators, Chapman
and Hall, New York.

788 / Vol. 128, OCTOBER 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. G. Li

P. Pilidis

School of Engineering,
Cranfield University,

Bedford MK43 0AL, UK

M. A. Newby
Manx Electricity Authority,

Isle of Man, UK

An Adaptation Approach for Gas
Turbine Design-Point
Performance Simulation
Accurate simulation and understanding of gas turbine performance is very useful for gas
turbine users. Such a simulation and performance analysis must start from a design
point. When some of the engine component parameters for an existing engine are not
available, they must be estimated in order that the performance analysis can be carried
out. However, the initially simulated design-point performance of the engine using esti-
mated engine component parameters may give a result that is different from the actual
measured performance. This difference may be reduced with better estimation of these
unknown component parameters. However, this can become a difficult task for perfor-
mance engineers, let alone those without enough engine performance knowledge and
experience, when the number of design-point component parameters and the number of
measurable/target performance parameters become large. In this paper, a gas turbine
design-point performance adaptation approach has been developed to best estimate the
unknown design-point component parameters and match the available design-point en-
gine measurable/target performance. In the approach, the initially unknown component
parameters may be compressor pressure ratios and efficiencies, turbine entry tempera-
ture, turbine efficiencies, air mass flow rate, cooling flows, bypass ratio, etc. The engine
target (measurable) performance parameters may be thrust and specific fuel consumption
for aero engines, shaft power and thermal efficiency for industrial engines, gas path
pressures and temperatures, etc. To select, initially, the design point component param-
eters, a bar chart has been used to analyze the sensitivity of the engine target perfor-
mance parameters to the design-point component parameters. The developed adaptation
approach has been applied to a design-point performance matching problem of an in-
dustrial gas turbine engine GE LM2500+ operating in Manx Electricity Authority
(MEA), UK. The application shows that the adaptation approach is very effective and fast
to produce a set of design-point component parameters of a model engine that matches
the actual engine performance very well. Theoretically, the developed techniques can be
applied to other gas turbine engines. �DOI: 10.1115/1.2136369�

Introduction
Thermodynamic models and computer software for gas turbine

performance analysis have been available for a long time. When
all engine internal design-point component parameters such as
airflow rate, compressor pressure ratios and isentropic efficien-
cies, turbine entry temperature, turbine efficiencies, cooling flows,
etc., are available, engine overall design-point performance �such
as thrust or shaft power, SFC or thermal efficiency, gas path pres-
sures and temperatures, etc.� can be predicted very successfully.
On the contrary, if some of the component parameters are not
available, they must be estimated in order that engine performance
can be predicted. However, the predicted engine performance may
be slightly different from real performance. This is especially true
for gas turbine users who want to know their engine performance
but cannot access the engine manufacturer’s data. On the other
hand, the performance of individual engines in the same fleet may
be slightly different from engine to engine due to manufacturing
and assembly tolerance. For gas turbine diagnostics engineers, the
performance difference in fleet engines may be significantly im-
portant when analyzing the performance degradation for an indi-
vidual engine. Therefore, accurate performance simulation for in-
dividual engines is highly demanded.

Gas turbine off-design performance adaptation methods for gas
path diagnostic purpose have been explored by many researchers.
Stamatis et al. �1� introduced modification factors �MF� and used
a nonlinear generalized minimum residual method to optimize the
MFs. Lambiris et al. �2� introduced a weighted error function and
used a polytope algorithm to optimize the MFs. Stamatis et al. �3�
introduced a sensitivity measure and a fast-selection procedure
based on the method of singular value decomposition for the op-
timization of MFs. Kong et al. used a scaling method �4� and a
compressor map generation method with genetic algorithms �5�
for engine performance adaptation. All the above-mentioned per-
formance adaptation methods at off-design or degraded conditions
assume that the simulated performance at design point match real
performance very well. Such a design-point adaptation or match-
ing is normally done by proper selection of a set of design-point
component parameters with trial and improvement. In practice,
the design-point performance for engines with complex configu-
rations may be difficult to match due to lack of enough component
data. In other words, they may have too many design-point com-
ponent parameters to guess in order to match the engine design-
point performance. Recently, Roth et al. introduced a Bayesian
updating and inference concept �6� and an optimization concept
�7� for engine-cycle model matching and the idea is tested in a
simple surrogate matching problem. More work is to be done to
apply the idea to gas turbine engines.

A gas path analysis �GPA� for gas turbine diagnostics used by
Escher and Singh �8� is based on the iterative use of the inverse of
fault coefficient matrix �FCM� to estimate component degradation
corresponding to the deviation of measurable performance param-
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eters. Although the method was initially developed for the analy-
sis of gas turbine degradation, the mathematical model can be
extended to gas turbine design-point performance adaptation.

In this paper, a novel linear and a nonlinear design-point per-
formance adaptation approach is introduced, where a linearized
engine thermodynamic relationship and a matrix inverse method
are used. The approach is applied to the design-point performance
matching of an industrial gas turbine engine GE LM2500+ run-
ning at Manx Electricity Authority �MEA�, UK. The adaptation
results produced with different model engine configurations, dif-
ferent adaptation setting, and different adaptation methods are
provided and analyzed. The advantages and disadvantages of the
approach are discussed thereafter.

Mathematical Model for Adaptation
Design-point performance adaptation is an inverse mathemati-

cal problem. In other words, the information of the dependent
variables in a system is used to estimate the quantity of the inde-
pendent variables in the system. The matrix inverse mathematical
model used in the GPA approach used by Escher and Singh �8� in
their gas turbine diagnostics is an effective solver to model-based
inverse problems and can be applied to engine design-point per-
formance adaptation. The idea and the mathematical representa-
tion of the approach are described as follows.

In design-point performance adaptation process, two types of
adaptation parameters are defined and used:

• To-be-adapted component parameters—they are also called
independent adaptation parameters or gas turbine design-
point component parameters, such as airflow rate, compres-
sor pressure ratios and isentropic efficiencies, turbine entry
temperature, turbine efficiencies, cooling flows, etc.

• Target performance parameters—they are also called depen-
dent adaptation parameters, measurable or measured perfor-
mance parameters, such as thrust or shaft power, SFC or
thermal efficiency, gas path pressures and temperatures, etc.

The thermodynamic relationship between gas turbine to-be-
adapted component parameters and target performance parameters
of a gas turbine engine can be expressed with

z� = h�x�� �1�

where z��RM is the target performance parameter vector and M
the number of the target performance parameters, x� �RN is the
to-be-adapted component parameter vector and N the number of
to-be-adapted component parameters, and h� � is a vector-valued
function. At a given initial design point �baseline�, which is de-
noted by subscript 0, Eq. �1� can be expanded in a Taylor series

z� = z�0 + � �h�x��
�x�

�
0

�x� − x�0� + HOT �2�

HOT represents higher order terms of the expansion and can be
neglected. Therefore, a linearized relationship between the devia-
tion of the design-point to-be-adapted component parameters and
the deviation of corresponding design-point target performance
parameters of a gas turbine around an initial design point can be
expressed with

�z� = H · �x� �3�
For the set of design-point to-be-adapted component parameters at
initially selected design point, the corresponding predicted target
performance parameters may be different from their actual values
and such a difference is the deviation of the performance param-
eters relative to their target. For any expected deviation of engine
target performance parameters �z� from its initial point, the devia-
tion of to-be-adapted component parameters from its initial point
can be predicted by inverting the influence coefficient matrix
�ICM� H to a adaptation coefficient matrix �ACM� H−1 leading to
Eq. �4� when N=M

�x� = H−1 · �z� �4�
The idea of the linear adaptation process is illustrated in Fig. 1,

where the linear prediction of �x� will be a good estimate of the
shift of engine to-be-adapted component parameters from their
initial values when the shift is small and the thermodynamic be-
havior of the engine around the initial design point is close to
linear.

It is very likely that when the nonlinearity of the relationship
between the to-be-adapted component parameters and the target
performance parameters is significant, the predicted deviation of
to-be-adapted component parameters will be far from accurate.
The nonlinearity of the engine thermodynamic behavior is taken
into account by using the Newton-Raphson iterative method, Es-
cher and Singh �8�, where linear prediction process is applied
iteratively until a converged solution is obtained �Fig. 2�.

In many situations, the number of to-be-adapted component
parameters N and the number of target performance parameters M
may not be equal. If N�M, Eq. �3� is underdetermined. Typically,
such a situation leads to an infinite number of least-squares solu-
tions. A pseudoinverse is defined as

H# = HT�HHT�−1 �5�

The solution resulting from the pseudoinverse

x� = H#z� �6�

is best in a least-squares sense.
If N�M, Eq. �3� is overdetermined and there are redundant

equations. A pseodoinverse is defined as

Fig. 1 Linear performance adaptation

Fig. 2 Nonlinear performance adaptation
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H# = �HTH�−1HT �7�

The resulting solution of Eq. �3�, x� =H#z�, is also the best in a
least-squares sense.

The convergence of the interative adaptation calculation pro-
cess shown in Fig. 2 is declared when the predicted performance
is very close to the real target performance. This criterion is
shown in Eq. �8�, where the root-mean square �rms� of the differ-
ence between predicted and target performance parameters is
smaller than � when convergence is declared

rms =��i=1

M
�zi,predicted − zi,target�2

M
� � �8�

where � is a very small number �0.001 is chosen in this study�.
The adaptation error for each target performance parameter is

described by the relative difference between the predicted and
actual engine target performance parameter and expressed with

�i =
zi,predicted − zi,target

zi,target
100% �9�

where �i is the adaptation error for ith target performance param-
eter.

The design-point gas turbine performance adaptation can also
be seen as an optimization problem where the difference between
the predicted and actual target performance parameters repre-
sented with rms in Eq. �8� can be used as an objective function for
minimization and the to-be-adapted component parameters are
searched with an optimization algorithm. Further discussion of
this technique is beyond the scope of this paper, and therefore it is
not discussed here.

LM2500+ and Performance Simulation
The gas turbine engine used in this research is a General Elec-

tric industrial LM2500+ installed in Isle of Man, UK by MANX
Electricity Authority �MEA�. MEA has two LM2500+ engines,
each producing 29 MW �dry mode�, driving a combined-cycle
power plant with two once-through steam generators and a steam
turbine producing 20–25 MW �9�. The LM2500+ industrial gas
turbine �Fig. 3� is a two-shaft engine with one compressor, one
burner, one compressor turbine, and one power turbine. The avail-
able nominal performance parameters of the engine �dry mode�
are as follows �10�:

Exhaust gas flow rate 83 kg/s
Total pressure ratio 23.1
Power output 29 MW
Thermal efficiency 38.8%

Actual engine gas path performance parameters are measured
regularly in MEA. One set of measurements were selected and
used in this study. To use the measured data effectively,
measurement uncertainty must be considered and proper data
preprocessing must be used. The measurement uncertainties are
normally due to the following reasons:

• engine normally runs at nonstandard ambient conditions
• measurement noise and bias
• nonuniformed radial and circumferential distribution of flow

field even at same axial location of the engine
• the operating condition may be different from the nominal

design-point condition

Therefore, the measurement chosen for the design-point perfor-
mance adaptation was taken when the engine ran steadily at an
operating point very close to the nominal design condition and
regarded as design-point performance although it might be differ-
ent from the design-point set by engine manufacturer. Necessary
ambient and power condition corrections may be used if the mea-
surements are made at a condition different from sea-level stan-
dard condition. Because of the above-mentioned reasons, the mea-
sured values of gas path parameters may not be the same as the
actual average value of the parameters. Suppose that the measure-
ment noise distribution is of Gaussian type, the distribution of the
measurement of a gas path parameter would be that shown in Fig.
4 and the accuracy of the measurement is determined by the stan-
dard deviation � and bias. Therefore, the values of the gas path
parameters taken from the measurement can only be seen as an
approximation of the true average values of those parameters.
Therefore, the adapted engine component parameters correspond-
ing to the measured performance parameters can only be seen as
an approximation of their true values

Fig. 3 GE LM2500+ gas turbine engine †10‡

Fig. 4 Distribution of samples of a performance parameter
measurement
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The adaptation starts from an initial design point obtained with
initially guessed values of to-be-adapted component parameters.
The initially obtained design-point performance of LM2500+ was
simulated using software PYTHIA developed at the School of En-
gineering, Cranfield University. PYTHIA is gas turbine performance
simulation and diagnostics software with a user friendly interface
developed from TURBOMATCH �11�. A PYTHIA engine model is as-
sembled with a collection of component bricks visually expressed
with component icons, Fig. 5. The output of performance calcu-
lations are engine thrust or power, specific fuel consumption
�SFC� or thermal efficiency, etc., together with details of indi-
vidual component performance and of the gas properties at vari-
ous gas path stations within the engine. The design-point perfor-
mance adaptation described in this paper has been implemented
recently.

Two different engine model configurations have been tested in
the performance adaptation, one �model A� with two compressor
bricks representing the compressor �Fig. 6� where the cooling flow
for the compressor turbine is taken from the exit of the first com-
pressor brick and the other �model B� with a single compressor
brick for the same compressor �Fig. 7� where the cooling flow for
the compressor turbine is taken from the exit of the compressor.
Model A is more complicated than model B, but represents the

real engine more realistically because the cooling flows for the
turbines are taken from the right locations of the compressor,
whereas model B is relatively simple.

Selection of Adaptation Parameters and Sensitivity
Analysis

Among the two types of adaptation parameters being used in
the performance adaptation, the chosen target performance param-
eters at design-point are shown in Table 1 and the chosen to-be-
adapted component parameters are shown in Table 2. The target
performance parameters are total temperature for the cooling flow
from midcompressor �T4�, total temperature �T6� and total pres-
sure �P6� at compressor exit, total temperature �T10� and total
pressure �P10� at compressor turbine exit, exhaust static tempera-
ture �Ts14�, engine thermal efficiency ���, and exhaust total pres-
sure �P14�. The to-be-adapted component parameters are air mass
flow rate �ma�, compressor pressure ratios �PR1,PR2�, compressor
isentropic efficiencies ��c1 ,�c2�, cooling flows �m1 ,m2�, burner
pressure loss ��Pb�, TET, compressor turbine efficiency ��t1�, and
power turbine efficiency ��t2�; their nominal values may be avail-
able in an engine manual or the public domain, but their actual
values may be slightly different even for engines of the same type
due to manufacturing and assembly tolerance and engine health
conditions. A set of chosen to-be-adapted engine component pa-
rameters and target performance parameters in PYTHIA is shown in
Fig. 8.

Proper selection of the to-be-adapted component parameters is
crucial to get converged and reasonable adaptation results. Some
important factors should be taken into account in the selection of
those to-be-adapted engine component parameters, as follows:

Fig. 5 Gas turbine model in PYTHIA

Fig. 6 LM2500+ engine model A

Fig. 7 LM2500+ engine model B

Table 1 Engine target performance parameters

No.

Target
performance

parameter

Model A Model B

Initial
error
�%�

Adapting
error
�%�

Initial
error
�%�

Adapting
error
�%�

1 T4
1.20 0 N/A N/A

2 T6 −0.32 −2�10−5 −0.22 2�10−5

3 P6 −5.23 −3�10−5 2.05 −8�10−6

4 T10
4.04 −1�10−5 1.26 −1�10−5

5 P10
7.38 −1�10−4 1.04 −4�10−5

6 Ts14
0.74 −7�10−5 1.60 −2�10−4

7 � −10.4 8�10−5 −10.33 −3�10−5

8 P14
22.21 −2�10−4 17.82 5�10−5

Table 2 Adaptation results with different model configurations
„models A and B…

No.

To-be-adapted
component
parameter

Shifting from initial values
after adaptation �%�

Model A Model B

1 ma −7.833 −7.827
2 �c1 3.835 −1.329
3 PR1 fixed −2.01
4 m1 −34.9 19.34
5 m2 0.23 0.866
6 PR2 5.518 N/A
7 �c2 0.294 N/A
8 �Pb 0.368 1.081
9 TET −2.875 −0.172
10 �t1 −4.513 3.303
11 �t2 2.320 0.938
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• They should have functional relationship with the target per-
formance parameters. Otherwise, they do not provide more
dimensions in adaptation and also do not contribute to better
adaptation results.

• The number of to-be-adapted component parameters should
be at least equal to the number of the target performance
parameters. More to-be-adapted component parameters will
provide more freedom in adaptation and be easier to con-
verge but also likely to produce multiple solutions.

The functional relationship between the target performance pa-

rameters and the to-be-adapted component parameters can be as-
sessed with a sensitivity analysis shown in Figs. 9�a� and 9�b�. It
can be seen that the target performance parameters are influenced
differently by the to-be-adapted component parameters and the
levels of influence can be significantly different. For example, T4
is only influenced slightly by �c1, and P14 is influenced signifi-
cantly by turbine entry temperature �TET� but also influenced ef-
fectively by ma, �c1, �c2, �t1, and �t2.

Initial values for the to-be-adapted component parameters must
be given to obtain the starting point for the performance adapta-
tion. Because of the iterative nature of the nonlinear adaptation
method used in this study to take into account the nonlinearity of
the thermodynamic relationship within the engine, the initial val-
ues chosen for the to-be-adapted component parameters close to
the solution will enhance the convergence of the adaptation.
Therefore, initial manual selection of the to-be-adapted compo-
nent parameters should be done in such a way that a resulted set
of target performance parameters are as close to their actual val-
ues as possible. Then the more difficult final adaptation of the
performance to the target performance is left to the design-point
performance adaptation technique. Based on authors’ experience,
around 5% of adaptation shift can be accommodated by the adap-
tation algorithm.

Adaptation With Different Engine Model Configura-
tions

For the same engine, different engine model configurations may
result in very different adapted engine component parameters.

The adaptation approach is applied to two slightly different
model engine configurations: Model A �Fig. 6� and model B �Fig.
7�. The adapted target performance errors and corresponding to-
be-adapted component parameters are shown in Tables 1 and 2.

Fig. 8 Setting of adaptation parameters in PYTHIA

Fig. 9 „a… Sensitivity comparison „−1% change to each of the to-be-adapted
component parameters… and „b… sensitivity comparison „−1% change to each of
the to-be-adapted component parameters…
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The shifting of the to-be-adapted parameters from their initial val-
ues for the two engine model configurations shown in Table 2 are
different, which shows that the adaptation provides different to-
be-adapted component parameters for different model configura-
tions. In other words, the representation of the engine with differ-
ent model configurations results in different adaptation results,
although both of the adapted engine models can match the target
performance very well �Table 1�. The adaptation result with model
A provided by PYTHIA is shown in Fig. 10.

Comparison Between Linear and Nonlinear Adaptation
Methods

In theory, the nonlinear adaptation technique should provide
more accurate adapted results than the linear partner as the former
takes into account the nonlinearity of the thermodynamic relation-
ship within the engine. This is proved in Tables 3 and 4 where
model A configuration is used in the adaptation and the linear and
nonlinear adaptations are applied to the same set of to-be-adapted
component parameters and target performance parameters. It is
obvious that the nonlinear adaptation provides better adapted per-
formance than the linear one because of the fundamental differ-
ence between the linear and nonlinear methods. Therefore, it is
suggested that only nonlinear performance adaptation be used in
applications.

Robustness and Computation Speed
In the performance adaptation with Model A, the number of

to-be-adapted parameters is 10 while the number of target perfor-
mance parameters is 8. Changing the number of to-be-adapted
component parameters and target performance parameters is likely
to get different solutions. One example of this is shown in Tables
5 and 6, where one of the target performance parameters is ex-

cluded from the list in case 2 while other settings are the same.
The nonlinear adaptation process is applied to the two cases, and
two adaptation results are obtained. It can be seen in Table 5 that
all the target performance parameters in case 2 are satisfied with
small adaptation errors similar to case 1, but the obtained engine
to-be-adapted component parameters are very different to case 1,
which can be seen from the different values of the shifting from
their initial values in Table 6.

Different selection of the to-be-adapted component parameters
may have significant effects on the performance adaptation. Ex-
clusion of cooling flow �m2� and burner pressure loss ��Pb� do
not affect the result as they have little influence on the model
engine performance, which can also be seen in the sensitivity
analysis shown in Figures 9�a� and 9�b�. Exclusion of any sensi-
tive to-be-adapted component parameters may result in the diver-
gence of the iteration in the nonlinear adaptation. This means that
the adaptation process must include the most important to-be-
adapted component parameters. If they are not included, reason-
able adapted engine model may not be obtained and the adaptation
process may diverge. The sensitivity of to-be-adapted component
parameters to engine target performance parameters can be as-
sessed through the sensitivity analysis described in a previous
section.

The computing speed for both the linear and nonlinear adapta-
tion calculation is very fast. It takes a fraction of second for linear
adaptation calculation and a few seconds for nonlinear adaptation
calculation using a personal computer with Pentium IV processor.

Conclusions
In this paper, a detailed description of a novel gas turbine

design-point performance adaptation approach has been given.
Application of the approach to the real performance matching
problem of an industrial gas turbine engine shows that:

• The approach is effective in producing a good match of an
engine model to measured or target engine performance.

• The approach is fast in computation.
• Different engine model configurations may have significant

influence on the adapted results.
• Different selection of to-be-adapted component parameters

and target performance parameters may produce different
adaptation results.

• Improper selection of to-be-adapted component parameters
and target performance parameters may result in the diver-
gence of adaptation calculation.

• Nonlinear adaptation approach can produce much better

Fig. 10 Adaptation result shown in PYTHIA

Table 3 Comparison of linear and nonlinear adaptations

No.

Target
performance

parameter

Initial
error
�%�

Linear
adaptation
error �%�

Nonlinear
adaptation
error �%�

1 T4 1.20 3�10−2 0
2 T6 −0.32 −2�10−2 −2�10−5

3 P6 −5.23 −4�10−5 −3�10−5

4 T10 4.04 −3�10−2 −1�10−5

5 P10 7.38 −1.07 −1�10−4

6 Ts14 0.74 −0.17 −7�10−5

7 � −10.4 1.56 8�10−5

8 P14 22.21 −1.23 −2�10−4

Table 4 Adaptation results with linear and nonlinear
adaptations

No.

To-be-adapted
component
parameter

Shifting from initial values after
adaptation �%�

Linear
adaptation

Nonlinear
adaptation

1 ma −9.40 −7.833
2 �c1 3.732 3.835
3 PR1

fixed fixed
4 m1 −37.18 −34.9
5 m2 −0.336 0.23
6 PR2 5.52 5.518
7 �c2 0.404 0.294
8 �Pb 0.268 0.368
9 TET −2.917 −2.875
10 �t1 −5.114 −4.513
11 �t2 3.876 2.320
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adapted engine model than its linear partner and, therefore,
only the nonlinear adaptation approach is recommended for
applications.

• The adapted engine performance model can only be seen as
a better approximation of real engine performance at its
design-point. The predicted values of to-be-adapted compo-
nent parameters may be different from those of real engines
and the accuracy of the adapted engine model is determined
by the amount of available target performance parameters
and their accuracy.
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Nomenclature
H � influence coefficient matrix �ICM�

H−1 � inverse of H/adaptation coefficient matrix �ACM�
H# � pseudoinverse matrix of H

HOT � high-order terms
h� � � A function

M � dimension of target performance parameter vector
ma � engine inlet air flow rate �kg/s�

m1 /m2 � cooling flow rate to turbine 1 and 2
N � dimension of to-be-adapted component parameter

vector
P � total pressure �atm�

PRc1 /PRc2 � pressure ratio of compressor brick 1 and 2
rms � root mean square

SFC � specific fuel consumption �mg/N s�
T � total temperature �K�

TET � turbine entry temperature �K�
Ts � static temperature �K�

x� � to-be-adapted component parameter vector
z� � target performance parameter vector
� � adaptation error
� � summation

� �ETA� � engine thermal efficiency
�c1 � isentropic efficiency of compressor 1
�c2 � isentropic efficiency of compressor 2
�t1 � isentropic efficiency of turbine 1
�t2 � isentropic efficiency of turbine 2

�Pb � burner relative pressure loss

Subscripts
b � burner
0 � starting point/baseline
4 � compressor 1 exit
6 � burner inlet

10 � compressor turbine �turbine 1� exit
14 � nozzle exit
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Table 6 Multiple adaptation results-To-be-adapted component
parameters

No.

To-be-adapted
component
parameter

Shifting from initial values
after adaptation �%�

Case 1 Case 2

1 ma −7.833 −0.174
2 �c1 3.835 3.835
3 PR1

fixed fixed
4 m1 −34.9 −0.475
5 m2 0.23 0.025
6 PR2 5.518 5.518
7 �c2 0.294 0.294
8 �Pb 0.368 0.094
9 TET −2.875 −2.615
10 �t1 −4.513 −3.761
11 �t2 2.320 −3.431

Table 5 Multiple adaptation results-target performance parameters

No.

Target
performance

parameter

Case 1 Case 2

Initial
error
�%�

Adapting
error
�%�

Initial
error �%�

Adapting
error
�%�

1 T4 1.20 0 1.20 7�10−6

2 T6 −0.32 −2�10−5 −0.32 6�10−5

3 P6 −5.23 −3�10−5 −5.23 −4�10−5

4 T10 4.04 −1�10−5 4.04 −6�10−5

5 P10 7.38 −1�10−4 7.38 −5�10−4

6 Ts14 0.74 −7�10−5 0.74 2�10−4

7 � −10.4 8�10−5 excluded
8 P14 22.21 −2�10−4 22.21 −8�10−4
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A Sequential Approach for Gas
Turbine Power Plant Preventative
Maintenance Scheduling
Traditionally, gas turbine power plant preventive maintenance schedules are set with
constant intervals based on recommendations from the equipment suppliers. Preventive
maintenance is based on fleet-wide experience as a guideline as long as individual unit
experience is not available. In reality, the operating conditions for each gas turbine may
vary from site to site and from unit to unit. Furthermore, the gas turbine is a repairable
deteriorating system, and preventive maintenance usually restores only part of its perfor-
mance. This suggests a gas turbine needs more frequent inspection and maintenance as it
ages. A unit-specific sequential preventive maintenance approach is therefore needed for
gas turbine power plant preventive maintenance scheduling. Traditionally, the optimiza-
tion criteria for preventive maintenance scheduling is usually cost based. However, in the
deregulated electric power market, a profit-based optimization approach is expected to be
more effective than the cost-based approach. In such an approach, power plant perfor-
mance, reliability, and the market dynamics are considered in a joint fashion. In this
paper, a novel idea that economic factors drive maintenance frequency and expense to
more frequent repairs and greater expense as equipment ages is introduced, and a profit-
based unit-specific sequential preventive maintenance scheduling methodology is devel-
oped. To demonstrate the feasibility of the proposed approach, a conceptual level study is
performed using a base load combined cycle power plant with a single gas turbine
unit. �DOI: 10.1115/1.2179470�

Gas Turbine Power Plant Preventive Maintenance
Scheduling

The deregulation of the electric power market has introduced a
strong element of competition. As a result, power plant operators
are striving to develop advanced operational strategies to maxi-
mize the profitability in the dynamic electric power market.

A systematic approach for profit-based outage planning is intro-
duced in Ref. �1�, with consideration given to system perfor-
mance, the aging and reliability of equipment, maintenance prac-
tices, and market dynamics accounting for the price and
availability of fuel as well as the generation of revenues in com-
peting markets. A dual time-scale method is developed to project
coupled optimal generation scheduling and outage planning for a
single operations and maintenance cycle. This paper studies gas
turbine power plant maintenance scheduling with consideration
given to multiple operations and maintenance cycles. Specifically,
the impact of unit aging on maintenance frequency is investigated
over the life cycle of power plants.

Gas turbine units are widely used for land electric power gen-
eration, and maintenance planning has a strong impact on the
profitability of a gas turbine power plant. Performance require-
ments for modern heavy-duty gas turbines necessitate extreme
operating conditions for hot gas path components. As a result,
these critical components have a limited life span and, more gen-
erally, a gas turbine represents an aging system experiencing con-
tinuous degradation during its operation. This physical degrada-
tion manifests itself in performance degradation, as well as in an
increased risk of forced outage. Operating conditions of gas tur-
bines determine the aging processes �and degradation rates� of
their components and, therefore, affect both reliability and perfor-
mance degradation. Timely preventive maintenance is scheduled

to stop further degradation and to partially restore performance
and reliability.

Maintenance scheduling is an important task for power plant
operation. The maintenance can be defined as the combination of
all actions intended to maintain the plant or to restore it to a
performance level in terms of power output and heat rate so that
the plant can perform its required functions economically �2�.
Maintenance activities include inspection, repair, and replace-
ment, and they constitute a significant proportion of the variable
operating cost. The types of maintenance inspections for gas tur-
bines can be classified as standby, running, and disassembly in-
spections. Disassembly inspection is one that requires opening the
turbine to inspect internal components, and it can be further clas-
sified as combustion inspection, hot gas path inspection, and ma-
jor inspection �3�. The effective scheduling of these disassembly
inspection/maintenance actions is the primary interest of this
study.

The decisions to be made for the maintenance inspection prob-
lem should address two issues: when the next inspection should
occur �i.e., timing� and what maintenance action to take. In this
study, the emphasis is on the determination of the optimal timing
of preventive maintenance.

Preventive Maintenance Models
Maintenance can be classified into two major categories: cor-

rective and preventive. There are two commonly used preventive
maintenance policies: periodic preventive maintenance and se-
quential preventive maintenance. Under a periodic preventive
maintenance policy, a system is maintained at integer multipliers
of some fixed time period. Under sequential preventive mainte-
nance, the system is maintained at a sequence of intervals that
may have unequal lengths of intervals �4�, determined by the ac-
tual status of operating parameters.

In the last several decades, numerous models for optimally
scheduling inspections and/or maintenance have been published in
the literature �4–11�. The periodic preventive maintenance policy
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has been extensively used, and one of the reasons for this is that
maintenance is easy to schedule. However, the sequential preven-
tive maintenance policy is more realistic in that most systems
need more frequent maintenance as they age, reflecting the fact
that usually preventive maintenance does not fully restore the
power plant to its original “as good as new” state �see below�.

Early studies of maintenance models usually assumed that, after
corrective or preventive maintenance, the system is in one of the
two extreme conditions, either as good as new or as bad as old
�the latter type of maintenance restores the system to the state
immediately preceding the failure, see below�. Furthermore,
downtime due to maintenance is considered negligible and thus
discounted, and the aging of the unit is not considered �4–11�. For
real systems such as gas turbine power plants, these assumptions
are not true.

Most preventive maintenance improves or restores the system,
but the improvement depends on the age of the system as well as
the cost and time of the preventive maintenance actions �10�. The
effect of maintenance usually is somewhere between as good as
new and as bad as old. Therefore, most systems need more fre-
quent maintenance due to aging and imperfect maintenance �9�.

Reviews and surveys of preventive maintenance models for de-
teriorating single-unit system have been published in the literature
�5,8�. A classification of the maintenance practices based on the
maintenance effectiveness is introduced in Ref. �12�. Five catego-
ries, according to the degree to which the operating conditions of
an item is restored by maintenance, are identified, and they are
perfect, minimal, imperfect, worse, and worst maintenance. The
perfect repair or perfect maintenance is an action that restores the
system to as good as new. The system has the same reliability
distribution as a brand new one after perfect maintenance. Mini-
mal repair or minimal maintenance is an action that restores the
system to the as-bad-as-old state with the failure rate unchanged
from the moment when the system failed. Imperfect repair or
imperfect maintenance is an action that restores the system oper-
ating state to somewhere between as good as new and as bad as
old �12�.

Minimal repair is a frequently used assumption in the literature
�11�. This assumption is acceptable for a complex system with
many components, and the failure of each component will lead to
the failure of the entire system. The operating status of the whole
system will not change much if one or some of its components are
replaced or repaired, since it has so many components �13�. It is
assumed that in this study that gas turbine power plants are com-
plex systems with numerous components and that the corrective
maintenance of a gas turbine power plant is minimal maintenance.

The preventive maintenance for a gas turbine power plant in-
cludes combustion inspection, hot gas path inspection, and major
inspection, and each can be classified as a different type of main-
tenance. In some references, these maintenance actions are re-
ferred to as overhauls. The overhaul is scheduled and may act on
groups of components, and therefore, they can be more effective
on the restoration of a system’s performance and reliability than
would minimal maintenance �11�. For example, the combustion
inspection is inspection that concentrates on the combustion lin-
ers, transition pieces, fuel nozzles, and end caps. Hot gas path
inspection is an inspection performed to inspect those parts ex-
posed to hot gas discharged from the combustion process, and it
includes the full scope of combustion inspection and a detailed
inspection of turbine nozzles, stationary stator shrouds, and tur-
bine buckets. Major inspection is a more extensive inspection,
which includes the work scope of both combustion and hot gas
path inspections, and it also examines all of the major flange-to-
flange components of the gas turbine, which are subject to dete-
rioration during normal turbine operation �3�.

Although the major preventive maintenance actions can rejuve-
nate the gas turbine power plant system, they cannot restore it to
as-good-as-new state, as they do not eliminate all the performance
and reliability degradation that has taken place in this complex

system. As a result, the major preventive maintenance will restore
the gas turbine power plant to be somewhere between as good as
new and as bad as old. This is referred to as imperfect mainte-
nance.

The Need for Sequential Preventive Maintenance
Scheduling

Traditionally, gas turbine power plant preventive maintenance
is scheduled with constant maintenance intervals �factored starts
and operating hours� based on recommendations from the equip-
ment suppliers. The preventive maintenance actions are based on
fleet-wide experiences and are scheduled in a one-size-fits-all
fashion. This constant maintenance interval philosophy is referred
to as periodic maintenance and is not able to take into account the
gas turbine system as a repairable aging system.

However, the gas turbine is an aging system and the aging of
the power plant heavily depends on the operating conditions. In
reality, the operating conditions of gas turbine power plants vary
from site to site and unit to unit. Maintenance performed without
regard to the condition of the equipment may result in wasted
resources for equipment that is aging less rapidly than expected or
equipment may experience high risk of failure if the equipment
ages more rapidly than expected. This suggests that each unit
should be individually treated. For such a unit-specific approach
to be successful, accurate predictions of reliability and perfor-
mance degradation for each gas turbine is necessary.

Performance and reliability degradation increase as the power
plant ages, and, as discussed above, the major maintenance action
will partially restore performance and improve reliability. As a
result, the gas turbine power plant is an aging system in that, for
any age x, its failure rate hm+1�x� during the �m+1�th operations
and maintenance cycle is strictly larger than hm�x� during the mth

operations and maintenance cycle1 �O&M cycle hereafter�. Here x
is the elapsed age from the end of each major preventive mainte-
nance action.

To consider the aging of the gas turbine power plant, a sequen-
tial preventive maintenance philosophy is needed. Here the main-
tenance intervals are subject to change, and the length of the
maintenance intervals are determined by the combination of per-
formance degradation, reliability, and market signals.

Optimization Criteria
The first task of preventive maintenance scheduling is to set the

optimization objective. Traditionally, for complicated systems
�such as a gas turbine power plant�, maintenance cost and avail-
ability are two of the most important concerns to the equipment
owner. Several optimization criteria that have been published in
the literature �5,6� are as follows:

• minimize system maintenance cost rate
• maximize system reliability/availability
• minimize system maintenance cost rate while the system

meets its reliability requirement
• maximize system reliability while the system meets its

maintenance cost requirement

Many cost-based inspection and preventive maintenance poli-
cies have been published in the literature. For the cost-based
maintenance scheduling, the optimization criteria is usually to
minimize the long-run expected cost per unit time �the expected
cost rate�. However, in the deregulated electric power market, cost
and reliability are not the only concerns: the ultimate goal of the

1An operations and maintenance cycle is the time period that includes a major
maintenance �including combustion inspection, hot gas path inspection, or major
inspection�, and the subsequent continuous operating period.
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power plant operator is to make a profit. Furthermore, in a market-
based environment, the electricity market shows strong dynamics,
and an optimized maintenance cost and maximized plant avail-
ability does not necessarily imply optimized profitability, since
other factors, such as fuel cost, electricity price, and power de-
mand and supply, also play a big role. This suggests that in a
market-based environment, maintenance practices should be opti-
mized to achieve maximum profit. Any optimization criteria aim-
ing to maximize system availability and/or minimize cost only
will inevitably lead to suboptimal solutions.

Constructing a profit function that incorporates availability and
cost functions along with the revenue gained per unit operating
time is described in Ref. �14�. However, the profit-based approach
requires a great deal of information. Although profit-based unit
commitment methodology has been published �15�, profit based
preventive maintenance scheduling has rarely been seen in the
literature. A framework for a profit based, life-cycle oriented, and
unit-specific operational optimization for a gas-turbine-based
power plant is introduced in Ref. �16�, and an implementation of
profit-based outage planning coupled with generation scheduling
is introduced in Ref. �1�. Also in Ref. �1�, a combined consider-
ation of performance degradation, loss in reliability, and market
signals is presented. For the unit-specific maintenance approach,
accurate performance degradation and reliability distribution for
each gas turbine power plant is necessary, which requires realistic
performance and reliability modeling based on unit operating con-
ditions and maintenance history.

Modeling of Power Plant Operations and Maintenance
In the integrated framework introduced in Ref. �16�, the power

pant performance, reliability, and market dynamics are considered
in an integrated fashion. This method is applicable to different
categories of operational optimization problems and is employed
here for the modeling of power plant operations and maintenance.
A brief summary to the method is given in the section below. The
key elements that define the power plant profit is the value of
power or gross revenue due to the selling and cost of electricity,
which includes cost of fuel, cost of operations and maintenance
�excluding cost of fuel�, and depreciation of the power plant in-
vestment. The following factors are pertinent to the cost and rev-
enue of power plant operations.

The Electricity Market and Weather Conditions. In a
market-based operation environment, price of electricity and price
of fuel are major driving factors for power plant operational plan-
ning. The weather conditions, i.e., the ambient temperature, am-
bient pressure, and relative humidity, are also important factors,
which show strong seasonal and daily trends and are stochastic in
nature. All of these factors are important, and they simultaneously
impact both gas turbine performance and the demand for electric
power. In this study, three major external factors are investigated:
price of electricity, price of fuel, and ambient temperature. Let t be
the calendar time. The price of electricity, Mp�t�, price of fuel
Fc�t�, and ambient temperature Ta�t�, are all functions of calendar
time. It is understood that a relatively simplistic dynamic model
employed here captures the essential dynamics expressed as daily
variance, seasonal trend, and long-term trend.

Evaluation of Aging. The evaluation of the aging of a gas
turbine power plant is an important task for determining power
plant performance and reliability degradation. It is assumed that
the system ages only when it is in operation and as it accumulates
operating hours. One approach to define the age of the gas turbine
power plant is the independent starts and hours �ISH� method. To
define the age of a gas turbine, the knowledge of both factored
fired hours and factored starts are needed. In the independent

starts and hours approach, the age of the gas turbine LISH, using
the independent starts and hours criteria, is given by

LISH = �Hf,Sf� �1�

where Hf is the factored fired hours and Sf is the factored fired
starts.

A baseline condition for operating hours is defined as a gas fuel
unit operating at continuous duty, and with no water or steam
injection �3�. The maintenance factor for this baseline is defined as
1.0. For operation that differs from the baseline, maintenance fac-
tors reflect the increased level of maintenance that is required. In
so doing, the influence of factors, such as fuel type and quality,
firing temperature setting, and the amount of water or steam in-
jection, are considered with regard to an hours-based criterion.
Similarly, a baseline condition for starts and maintenance factors
can be defined based on the attributes of an actual start. Startup
rate and the number of trips are considered for a start-based cri-
terion �3�.

Let mh�t� be the maintenance factor of operating hours at time t,
and ms�i� the maintenance factor of start i. The factored fired
hours Hf for time period T is defined below

Hf =�
T

mh�t�dt �2�

For starts, assume there are N startups during the time period T.
The factored starts are defined as

Sf = �
i=1

N

ms�i� �3�

Power Plant Performance. Power plant performance �output
power rate and heat rate� is a function of power plant design,
technology upgrades, operating mode, ambient conditions, and de-
gree of degradation. Let P�t� be the power output rate of the
power plant and HR�t� the heat rate. Power output rate and heat
rate are given by Eqs. �4� and �5�, respectively.

P�t� = P�system design,technology upgrade,

Op�t�,Ta�t�,degradation
� �4�

HR�t� = HR�system design,technology upgrade,

Op�t�,Ta�t�,degradation
� �5�

Here, OP is operating profile type and Ta�t� are ambient
conditions.

The actual output rate and heat rate of the power plant must
include the effects of the degradation. Let P0 and HR0 be the
output rate and heat rate of the power plant at the beginning of its
service life when no performance degradation has occurred. Let
�P�t� be the degradation of output rate at time t and �HR�t� be the
degradation of heat rate at time t. The degraded output rate and
heat rate can be calculated using the following:

P�t� = P0�1 − �p�t�� �6�

HR�t� = HR0�1 − �HR�t�� �7�
Performance degradation is a function of system design and

unit usage history, with the latter including both unit operating
history and maintenance activities. In this study, the assumed
shape of the typical performance deterioration versus service time
curve, introduced by Diakunchak �17�, is employed. Historical
operational data are used to perform the performance degradation
regression analysis. In this study, performance degradation of the
power plant is modeled as a function of its actual operating hours.
Let � here be the age of the power plant. Assume the engine is
with age �0 when it enters its service and assume the equation that
defines the curve is in the form given by
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���� = a ln�b�� + �0� + c� + �0 �8�

where � is the percentage of performance loss, which includes
both power output and heat rate. a, b, c, and �0 are parameters
that depend on the configuration and usage history of the engine.

Maintenance Effectiveness. The primary maintenance means
for performance restoration include online water wash, offline wa-
ter wash, and major preventive maintenance actions, including
combustion inspection, hot gas path inspection, and major inspec-
tion. These maintenance practices, such as water wash or hot gas
path parts replacement, will restore part of the performance,
which improves the status of the engine. The imperfect mainte-
nance model is employed to study maintenance effectiveness.

Power plant performance and reliability can be modeled as
functions of some measure of age. In this study, the performance
degradation is modeled as a function of cumulative fired hours,
and reliability is modeled as a function of plant factored fired
hours and starts.

Hence, an approach to model maintenance effectiveness is to
model the impact of maintenance on plant age. A virtual age
method is introduced by Kijima et al. to model imperfect mainte-
nance �18�. Let �m be the actual age of the item when it undertakes
the mth maintenance action. Let �m be the age reduction factor due
to the mth maintenance action, Vm

− be the virtual age of the com-
ponent immediately before it undertakes the mth maintenance ac-
tion, and Vm

+ be the virtual age of the component immediately after
it undertakes the mth maintenance action. The age of the item right
after it undertakes the first maintenance action is

Vm
+ = Vm−1

− + ���m − �m−1� �9�
The impact of maintenance on performance and reliability can

then be evaluated by the evaluating the impact of maintenance on
the virtual age of the plant.

Cost of Maintenance. Assume a preventive maintenance is
performed with cost Cpm as scheduled if the gas turbine does not
fail during the given time period of operation, in which case cor-
rective maintenance would be performed whenever the system
fails.The maintenance cost here includes cost of preventive main-
tenance and cost of failure, which, in turn, includes the cost of
corrective maintenance and loss of revenue due to unavailability
of the plant. For a given time period T, the maintenance cost is
therefore the summation of the cost of preventive maintenance
and the cost of failure, which is given by

Com�T� = Cpm�T� + Cfailure�T� �10�

The cost of failure Cfailure can be given as

Cfailure = Ccm + Clr �11�

where Ccm is the cost of corrective maintenance and Clr is the cost
due to a loss of revenue.

The expected cost of preventive maintenance during time pe-
riod T is

E�Cpm�T�� = Cpm�
�pm

�

f�t�dt �12�

Assume the reliability of the investigated item is a three-
parameter Weibull distribution. Then,

f�t� =
��t − t0���−1�

�� e−��t − t0�/���
�13�

where ��0 is the scale parameter, ��0 is the shape parameter,
and t0 is the location parameter.

The expected cost of maintenance is given by

E�Com�T�� = Cpm�
�pm

�

f�t�dt +�
T

Cfailure�t�f�t�dt �14�

Consider an O&M cycle Tm. The expected duration of this O&M
cycle E�Tm� is

E�Tm� =�
0

�

tf�t�dt + ��
�

�

f�t�dt =�
0

�

tf�t�dt + �R��� �15�

The expected cost rate of maintenance E�com�Tm�� for the mth

O&M cycle Tm, is therefore given by

E�com�Tm�� =
E�Com�Tm��

E�Tm�
�16�

Power Plant Profit. The key elements that define the power
plant profit are the value of power or gross revenue due to the sale
of electricity and the cost of electricity, which includes cost of
fuel, cost of operations and maintenance �excluding cost of fuel�,
and depreciation of the power plant. Gross revenue from selling
electricity, GR, during time period T is given by

GR =�
T

Mp�t��P�t�dt� �17�

The cost of fuel Cfuel�T� during time period T, and is given by

Cfuel�T� =�
T

Fc�t�P�t�HR�t�dt �18�

The depreciation parameter accounts for the investment cost for
the power plant. The depreciation of the power plant is given by:

Q�T� =�
T

q�t�dt �19�

Let NR be the profit of a power plant. The expected profit of a
power plant over the stated period of time T is therefore given by

E�NR�T�� =�
T

�P�t��Mp�t�� − Fc�t��HR�t��P�t��dt

− 	Cpm�
T

�

f�t�dt +�
T

Cfailure�t��f�t�dt� +�
T

q�t�dt

�20�

The expected profit rate for the mth O&M cycle Tm is therefore
given by

E�NR�Tm�� =
E�NRom�Tm��

E�Tm�
�21�

More details regarding O&M modeling are given in Ref. �16�.

Problem Formulation. The planning horizon for preventive
maintenance is an important issue, since the plant value is directly
related to its consumed lifetime. The determination of the plan-
ning horizon therefore needs to take into account high-level plant
owner strategies, such as power plant replacement strategy. A de-
sired lifetime is defined here as eight O&M cycles. The problem is
to determine the eight optimal preventive intervals �Tm� ,m
=1,2 , . . . ,8 for this power plant based on the projection of the
long-term electric power market, power plant performance
degradation, and operational risk. For such decision making, the
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trade-off between risk and reward, i.e., the significance of perfor-
mance degradation, risk, and spark spread,2 is very important.

One approach to evaluate the economic performance of the
power plant is to calculate the profit rate or cost rate over its entire
service life. In this situation, the profit rate or cost rate is calcu-
lated by summing up the cumulative profit or maintenance cost
over its entire service life �eight O&M cycles�, and dividing it by
the entire service life of the power plant.

A second approach is to calculate the profit rate or cost rate of
maintenance of each O&M cycle separately. This approach allows
that the power plant economic performance be evaluated on a
shorter term basis. This latter approach is employed in this study.

For preventive maintenance scheduling in this study, the opti-
mization criteria employed includes both the expected profit rate,
which is defined in Eq. �21�, and the expected cost rate of main-
tenance, which is defined in Eq. �16�, for each O&M cycle. The
formulized profit-based sequential preventive maintenance sched-
uling problem is therefore given below:

Maximize:

E�NR�Tm�� =
E�NRom�Tm��

E�Tm�

By optimizing Tm, where m=1,2 , . . . ,8.
The formulized cost-based sequential preventive maintenance

scheduling problem is therefore given below:
Minimize:

E�com�Tm�� =
E�Com�Tm��

E�Tm�

By optimizing Tm, where m=1,2 , . . . ,8.
As discussed in Ref. �1�, the profit-based approach relies on

knowledge about the economic performance of the power plant.
However, a projection of the future operating profile is necessary
to evaluate power plant output and heat rate, performance degra-
dation, and risk assessment. Also the projection of future electric
power market parameters, such as price of electricity, is also nec-
essary, since these factors are pertinent to the evaluation of power
plant gross and net revenues.

The time horizon for this sequential preventive maintenance
scheduling involves the entire service life of the gas turbine power
plant, which is a time period up to even more than a decade. For
the preventive maintenance scheduling problem involving such a
long-term period, the variations of the electric power market in a
relatively short-term timeline �i.e., daily variation� are essentially
noise variables, and the detailed modeling of electric power mar-
ket and weather conditions on daily basis are not necessary. How-
ever, models to predict the seasonal and long-term trends of the
dynamic electric power market are important for effective profit-
based preventive maintenance scheduling. Therefore, in this study,
the daily variations of the electric power market and weather con-
ditions are not taken into account. For simplicity, only the long-
term trend of the price of electricity and price of fuel are modeled,
with the seasonal trend of the electric power market and weather
conditions not considered. For the same reason, a uniform future
operating profile over the entire service life of the power plant is
assumed.

The example shown in this paper is for illustration purposes
only. The assumptions made for performance degradation and re-
liability of the power plant are rather conservative. Generally, the
following assumptions for the sequential preventive maintenance
problem are used:

1. The gas turbine power plant is brand new at the begin-
ning of its service.

2. The planning horizon is eight operations and mainte-
nance cycles.

3. The preventive maintenance actions are performed at a
sequence of intervals Tk, and preventive maintenance is
imperfect maintenance, as defined previously.

4. Corrective maintenance is performed whenever the sys-
tem fails, and the corrective maintenance is minimal
maintenance, as defined previously.

5. The duration for preventive maintenance is one month.
6. The gas turbine system reliability functions, including

hazard rate, probability density function, and reliability,
are defined only when it is in operation

7. The gas turbine components and system reliability are
Weibull distributions.

Numerical Results Analysis

Scenario Description. A numerical example is introduced here
to demonstrate the feasibility of the proposed approach. In this
example, both the profit-based and the cost-based sequential pre-
ventive maintenance approaches are employed to determine the
eight optimal preventive intervals over the entire service life of a
base load combined cycle power plant. A base load combined
cycle power plant with a single gas turbine is investigated. This
base load power plant runs 24 hr/day, continuously, during its
normal operation. A uniform future operating profile over the en-
tire service life of the power plant �which is base load, natural gas
fuel, and without power augmentation� is assumed.

Preventive Maintenance Scheduling for First O&M cycle. A
parametric study on the impact of the timing of the preventive
maintenance schedule on power plant economic performance over
each O&M cycle is performed; this is done by manipulating the
maintenance interval for the O&M cycle. The power plant eco-
nomic performance �which includes expected cost of mainte-
nance, the expected cost of maintenance per unit time, the ex-
pected profit, and the expected profit per unit time� is investigated.
The optimal timing of the preventive maintenance schedule is
then determined, and the detailed operation for the power plant
under this optimal preventive maintenance schedule is provided.

The variations of power plant expected cost of maintenance,
revenue, and profit as functions of the length of the preventive
maintenance interval are investigated. The length of the mainte-
nance interval for the first O&M cycle varies from 30 days to
1500 days. The results are shown in Figs. 1–3.

The elements that are combined to determine the total cost of

2Here spark spread is defined as the difference between the spot market value of
natural gas and the electricity at a given time based on the conversion efficiency of a
given gas-fired plant.

Fig. 1 Expected cost of maintenance and its components as a
function of the length of the preventive maintenance interval
for the first O&M cycle
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maintenance are shown in Fig. 1 as a function of the preventive
maintenance interval. Then in Fig. 2, it is shown that the expected
cost rate of maintenance is very high when the maintenance inter-
val is very small, say, 30 days. The cost of preventive mainte-
nance dominates the total cost of maintenance, and the relatively
short time span results in a high cost rate. As the maintenance
interval increases, the expected cost of failure keeps increasing,
and the expected cost of preventive maintenance keeps decreas-
ing. As a result, the expected maintenance cost decreases slightly,
reaches its minimum, and then climbs as the maintenance interval
increases further. The cost rate of maintenance decreases rapidly
as the maintenance interval increases, reaches it minimum, and
then climbs. Please note that the optimal maintenance interval for
the cost rate of maintenance lags behind that for the total cost of
maintenance.

It is shown in Fig. 3 that the cumulative profit and, therefore,
the profit rate �average profit per day� for the operations and main-
tenance cycle are negative, when the maintenance interval is very
small, say, 30 days. The length of operation time period is so
small that the revenue collected is less than the cost of operations
and maintenance. As the maintenance interval increases, the ex-

pected revenue and cost of operations and maintenance keeps in-
creasing, but the incremental revenue outweighs that of the cost of
operation. As a result, the expected profit increases as the main-
tenance interval increases. It climbs up and reaches its maximum
value. As the length of maintenance interval increases further, the
incremental cost of operation outweighs the incremental revenue,
and the value of cumulative profit goes down. The profit rate
follows the same trend of the cumulative profit, however, the op-
timal maintenance interval for the profit rate is lower than that for
the cumulative profit.

Sequential Preventive Maintenance Scheduling. The method to
optimize the maintenance interval for a single O&M cycle can be
used to sequentially optimize the preventive schedules over the
entire service life of the power plant. A sequential preventive
maintenance optimization, which determines the eight optimal
maintenance intervals for the entire service life of the power plant,
is then performed.

A series of eight preventive maintenance actions is scheduled
using the profit rate for each O&M cycle as the objective function.
The optimized preventive maintenance schedules are shown in
Table 1, and the power plant aging, reliability and performance
degradation, and cost and profit information under these optimal
preventive maintenance schedules are shown in Figs. 4–8. The
results show that as the power plant ages, the optimal mainte-
nances interval becomes smaller. This is because as the unit be-
comes “older,” the performance degradation and probability of
failure of the power plant become more significant, i.e., the per-
formance loss and the risk both increase.

The virtual age of the power plant is the result of partial resto-
ration due to preventive maintenance, and the actual age and vir-
tual age of the gas turbine power plant in factored fired hours are
shown in Fig. 4. The failure rate of the gas turbine as a function of
calendar time is shown in Fig. 5, and the performance degradation
as a function of calendar time is shown in Fig. 6. These figures
show that the gas turbine power plant is an aging system. The
preventive maintenance is imperfect in that each preventive main-
tenance action partially reduces the age of the gas turbine. There-
fore, the reliability and performance degradation are partially re-
stored whenever a preventive maintenance is performed.

The cumulative cost of maintenance and its components, which
include the cost of preventive maintenance, the loss of revenue
due to unavailability of the plant, the cost of corrective mainte-
nance to repair the plant, and the cost of failure of the damage due
to failure, are shown in Fig. 7. It is shown that the cost of preven-
tive maintenance and, therefore, the cost of maintenance jump
whenever a scheduled preventive maintenance action is
performed.

The cumulative cash flow of the power plant, which includes
the cost of maintenance, revenue, cumulative spark spread, profit,
and depreciation, are shown in Fig. 8. A cost-based sequential
preventive maintenance scheduling is also performed, and the ex-

Fig. 2 Cost of maintenance and cost rate of maintenance as a
function of the length of preventive maintenance interval for
the first O&M cycle

Fig. 3 Expected profit and profit rate as a function of the
length of preventive maintenance interval for the first O&M
cycle

Table 1 Results of profit-based sequential preventive mainte-
nance scheduling

Preventive
maintenance

Preventive
maintenance intervals

�days�

Date of scheduled
preventive maintenance

�day�

First 729 729th
Second 692 1451th
Third 622 2103th
Fourth 552 2685th
Fifth 490 3205th
Sixth 438 3673th
Seventh 393 4096th
Eighth 353 4479th
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pected cost rates of maintenance for each O&M cycle is used as
the objective function. The optimized preventive maintenance
schedules are shown in Table 2.

Please note that the seasonal trends of the price of electricity,
price of fuel, and weather conditions are not taken into account in
the example introduced above, and a uniform future operating
profile is assumed in this example. In actuality, however, the sea-
sonal variations of the market signals are important factors, and
the operating profile of the gas turbine power plant does change
along the time line due to the dynamic electric power market.

To illustrate the impact of seasonal trends of the dynamic elec-
tric power market, the expected profit per day as a function of
preventive maintenance interval with consideration of seasonal

trend of price of electricity is created and is shown in Fig. 9. In
this example, the price of electricity is assumed to be of a seasonal
trend, and the price of electricity is higher in the summer than in
the spring, fall, and winter because of high power demand in the
summer. The results clearly show that the impact of the price of
electricity on the profit rate of the power plant. The seasonal trend
of price of electricity does affect the revenue profile and, there-
fore, the profit rate. This is different from the profit-rate distribu-
tion shown in Fig. 3. A more complicated pattern of profit-rate
distribution is expected if the variation of future operating profile
is taken into account. The mechanism of this effect is compli-
cated. A full consideration of the dynamic electric power market,
and, hence, the varying future operating profile, is therefore

Fig. 4 Gas turbine system actual age and virtual age as a function of cal-
endar time for the sequential preventive maintenance schedule

Fig. 5 Gas turbine system failure rate as a function of calendar time for the sequen-
tial preventive maintenance schedule
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needed for more effective preventive maintenance scheduling. A
profit-based methodology for gas turbine power plant outage plan-
ning has been developed to meet this need �1�, and outage plan-
ning and long-term generation scheduling using this methodology
is performed in a coupled fashion.

It must be mentioned that in the considered example the main-
tenance intervals are relatively shorter than those applied in cur-
rent gas turbine power plant maintenance practices. This can be
explained by the use of fairly conservative assumptions about the
relevant maintenance parameters. In particular, the power plant
performance and reliability degradation are assumed to be rela-
tively fast paced, resulting in rapid performance loss and in-
creased in operational risk.

Concluding Remarks

In this paper, a novel approach for maintenance scheduling of a
gas-turbine-based power plant is introduced and a profit-based
sequential preventive maintenance scheduling methodology is de-
veloped for more effective maintenance scheduling. A conceptual
level study is performed, and a numerical example for profit-based
sequential preventive maintenance scheduling is introduced. The
procedure is implemented using a base load combined cycle
power plant with a single gas turbine, and the results demonstrate
the feasibility of the proposed approach. Sequential preventive
maintenance planning is performed for the gas turbine power
plant with eight operations and maintenance cycles over its entire

Fig. 6 Power plant performance degradation as a function of calendar time
for the sequential preventive maintenance schedule

Fig. 7 Power plant expected cost of maintenance and its components as a
function of calendar time for the sequential preventive maintenance
schedule
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service life. The objective function for optimization is the profit
rate or cost rate for each O&M cycle. The results show decreasing
maintenance intervals as the power plant ages. By implication,
new equipment should be more reliable with lower maintenance
costs.

With the use of the profit-based sequential preventive mainte-
nance scheduling, the power plant maintenance decisions depend
not only on the maintenance cost, but also on the plant perfor-
mance and the dynamic electric power market. Using this profit-
based sequential approach instead of the traditional cost-based
periodic preventive maintenance approach, it is expected that the
cost of operations and maintenance will be reduced and the power
plant profit will be increased.

It is understood that, in reality, many more factors are involved
in the power plant maintenance scheduling, and the problem is
much more complicated than the one addressed in this study.
However, even this relatively simple example demonstrates the
importance of effects that have not previously been modeled for
gas turbine power plant sequential preventive maintenance sched-
uling. A more sophisticated method can be developed using the
methodology presented in this paper for preventive maintenance
scheduling for heavy-duty gas turbine power plants. With the
implementation of these methods, improved profitability for gas
turbine power plant systems is expected.
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A Profit-Based Approach for Gas
Turbine Power Plant Outage
Planning
Traditionally, for complicated systems, such as a gas turbine power plant, maintenance
cost and online availability are two of the most important concerns to the equipment
owner. However, in the deregulated electric power market, cost and reliability are not the
only concerns. The ultimate goal is to maximize plant profitability, and this requires the
evaluation of many different factors, including system performance, the aging and reli-
ability of equipment, maintenance practices, and market dynamics accounting for the
price and availability of fuel as well as the generation of revenues in competing markets.
Thus, gas turbine power plant planning optimization is a complex problem, and compre-
hensive operational modeling and optimization methods are required. In this paper, a
profit-based power plant outage planning approach is presented that reflects the new
challenges posed by deregulation. Specifically, particular attention is paid to modeling
power plant aging, performance degradation, reliability deterioration, and, importantly,
the energy market dynamics. A multiple time-scale method is developed for coupled
short-term, long-term generation scheduling and outage planning for this profit-based
outage planning approach. The procedure is implemented for a base load combined cycle
power plant with a single gas turbine, with the results demonstrating the feasibility of the
proposed approach. �DOI: 10.1115/1.2179466�

Introduction
Performance requirements for modern heavy-duty gas turbines

necessitate extreme operating conditions for hot gas path compo-
nents. As a result, these critical components have a limited life
span and, more generally, a gas turbine represents an aging system
experiencing continuous degradation during its operation. This
physical degradation manifests itself in performance degradation,
as well as in an increased risk of forced outage. Operating condi-
tions of gas turbines determine the aging processes �and degrada-
tion rates� of their components and therefore affect both reliability
and performance degradation of the power plant. The most impor-
tant factors influencing operating conditions include starting
cycle, power setting, type of fuel, and level of steam or water
injection �1�.

Maintenance planning has a strong impact on profitability of a
gas turbine power plant. Maintenance is the combination of all
actions intended to maintain the plant or to restore it to a perfor-
mance level so that it can perform its required functions �2�.
Maintenance activities include inspection, repair, and replace-
ment, and they constitute a significant proportion of the varying
operating cost.

Timely scheduled �preventive� maintenance can offset the plant
deterioration and partially restore/upgrade the system performance
as well as improve its reliability by reducing the risk of compo-
nent failures. On the other hand, preventive maintenance results in
significant direct costs as well as in indirect costs due to the loss
of revenue during the outage. A trade-off among these conflicting
objectives comprises a problem of outage planning �i.e., determi-
nation of the timing of power plant shutdown for the next preven-
tive maintenance� �3�. The problem is further complicated by the
need to plan the outage in advance due to contractual constraints
�to minimize loss of revenue� and logistical considerations �to

conduct maintenance in a cost- and time-effective manner�. Fi-
nally, seasonal variations in loss of revenue also contribute to the
complexity of the problem. Ideally, preventive maintenance would
be done in periods when the demand for electric power is low,
typically, in the spring and fall months. Recent research on power
plant maintenance optimization can be found in Refs. �4–8�.

Historically, gas turbine maintenance has been based on a fixed
time interval according to recommendations from the power plant
supplier. Generally speaking, these recommendations tended to be
fairly conservative as minimizing the failure risks carried both
financial and reputationwise incentives for the supplier, whereas
servicing frequent maintenance outages provided a substantial ad-
ditional source of revenue. Deregulation dramatically changed the
nature of the contractual service agreements, which effectively
provided strong incentives for risk management �as described in
the previous paragraph� rather than risk minimization. Since op-
erating conditions for each gas turbine vary from site to site, and
from unit to unit, a unit-specific maintenance approach is needed
for effective gas turbine maintenance scheduling. For such an ap-
proach to be successful, accurate predictions of reliability and
performance degradation for each gas turbine is necessary.

In addition, deregulation has also brought new and more com-
plicated means for generating revenue that cannot be reduced to
simple cost considerations. Revenue to a power producer can
come from fixed contracts, which cover varying periods of time
from months to years, or it may come from the spot market, which
cover varying periods of time from days to weeks. Thus, revenue
models—another feature of what may be called market
dynamics—are a major part of the optimization problem. Al-
though the importance of the market dynamics is well recognized
in the problem of unit commitment �9�, to date the issue has been
largely ignored in outage planning.

The power plant maintenance planning problem is therefore a
complex problem involving all of the issues mentioned above:
system performance, reliability, operations, maintenance, environ-
ment, and market dynamics. The following interdisciplinary mod-
ules are pertinent to this profit based approach:

• power plant system performance and factors that affect

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received August 25, 2005; final manuscript received September 28, 2005. Review
conducted by K. C. Hall. Paper presented at the ASME Turbo Expo 2005: Land, Sea,
and Air, Reno, NV, June 6–9, 2005, Paper No. GT2005-69011.

806 / Vol. 128, OCTOBER 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



this performance, including an ambient conditions model
and a performance degradation model

• operation and scheduled maintenance considerations, in-
cluding component and system reliability

• economic considerations, including power demand and
supply, value of power, price of fuel, etc.

This paper implements a general procedure for integrated
power plant modeling introduced in Ref. �10�. A dual time-scale
method is employed to determine coupled optimal generation
scheduling and outage planning for a single operations and main-
tenance cycle. A complementary study has been performed to
evaluate gas turbine power plant maintenance scheduling in the
context of multiple operations and maintenance cycles. Specifi-
cally, the impact of unit aging on maintenance frequency is inves-
tigated over the lifecycle of power plants. It is found that
economic factors drive a maintenance schedule to more frequent
repairs and increasing associated expenses as equipment
ages �11�.

Aging. In order to quantify aging based on the usage history,
maintenance �service� factors are introduced. A baseline condition
for operating hours is defined as a gas fuel unit operating at con-
tinuous duty and with no water or steam injection �1�. The main-
tenance factor for this baseline is defined as 1.0. For operation that
differs from the baseline, maintenance factors reflect the appropri-
ately adjusted level of required maintenance. In so doing, the in-
fluence of factors �such as fuel type and quality, firing temperature
setting, and the amount of water or steam injection� are consid-
ered with regard to an hours-based criteria �1�. Similarly, mainte-
nance factors for starts can also be defined.

Therefore, the maintenance factor converts the effects of oper-
ating conditions deviating from the baseline to that of the base-
line. When a gas turbine unit is running in an operating state more
severe than the baseline condition, the corresponding maintenance
factors will be �1, and hence, the actual maintenance interval will
be reduced.

The value of maintenance factors is obtained from engineering
experience. Let mh�t� be the maintenance factor of operating hours
at time t, and ms�i� the maintenance factor of start i. The equiva-
lent life of a system can be defined using two types of matrices,
one is the factored fired hours, and the other is factored starts. The
factored fired hours Hf for operating period Tis defined below

Hf =�
T

mh�t�dt �1�

For starts, assume there are N startups during the operating time
period T. The factored starts are defined as

Sf = �
i=1

N

ms�i� �2�

The age of the gas turbine LISH is therefore given by LISH
= �Hf ,Sf�.

Performance Degradation. Power plant performance �output
rate and heat rate �HR�� is a function of power plant design, tech-
nology upgrades, operating mode, ambient conditions, and degree
of degradation. Let P�t� be the power output rate of the power
plant and HR�t� the heat rate. Power output rate and heat rate
depend on the following parameters:

P�t� = P�system design, technology upgrade,

0p�t�, Ta�t�, degradation
� �3�

HR�t� = HR�system design, technology upgrade,

0p�t�, Ta�t�, degradation
� �4�

Here, OP is operating profile type and Ta�t� are ambient

conditions.
For each particular power plant, the actual output rate and heat

rate of the power plant must include the effects of the degradation.
Let P0 and HR0 be the output rate and heat rate of the power plant
at the beginning of its service life, when no performance degra-
dation has occurred. Let �P�t� be the degradation of output rate at
time t and �HR�t� be the degradation of heat rate at time t. The
degraded output rate and heat rate can be calculated using the
following equations:

P�t� = P0�1 − �p�t�� �5�

HR�t� = HR0�1 − �HR�t�� �6�
Performance degradation is a function of system design and

unit usage history, with the latter including both unit operating
history and maintenance activities. Here, performance degradation
of the power plant is modeled as a function of its actual operating
hours �. Assume the engine is with age �0 when it enters its
service. According to Ref. �12�, the equation that defines the curve
can be given in the form of

���� = a ln�b�� + �0� + c� + �0 �7�

where � is the percentage of performance loss, which includes
both power output and heat rate. a, b, c and �0 are parameters that
depend on the configuration and usage history of the engine, and
their values can be determined using historical data.

Risk. In this study, the gas turbine aging and reliability is de-
fined only when the power plant is in operation. Assume the reli-
ability of the investigated item is a three-parameter Weibull dis-
tribution, which is frequently used for reliability modeling in the
industry �13�. The failure rate function is given by

h��� =
��� − �0���−1�

�� �8�

where ��0 is the scale parameter, ��0 is the shape parameter,
and �0 is the location parameter.

The risk of a component or system failure during a time period
of operation T is defined below

Risk�T� 	 �
T

Cfailure�t�f�t�dt �9�

where Cfailure is the consequence of the failure and f the probabil-
ity density function.

Let Cpm be the cost of preventive maintenance. The expected
cost of preventive maintenance during time period T is

E�Cpm�T�� = Cpm�
�pm

�

f�t�dt �10�

Then the total expected profit for a period T can be calculated
as

E�NR� =�
T


P�t�Mp�t� − Fc�t�HR�t�P�t��dt − �Cpm�
�m

�

f���d�

+�
0

�m

Cfailure��� · f���d� +�
0

�m

q���d� �11�

Here, all terms are previously defined except that �m= �Hf ,Sf� is
accumulated age, Mp�t� price of electricity, and Fc�t� price of fuel.

The first term in the expected profit equation �11� is the
integrated-over-time difference between the value of power and
the cost of fuel, which can be calculated on a daily basis. This
term is here referred to as cumulative spark spread. Spark spread
is the difference between the spot market value of natural gas and
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the electricity at a given time based on the conversion efficiency
of a given gas-fired plant. As the conversion efficiency becomes
greater, the spread between the market value of the gas and that of
power derived by burning the gas becomes wider. The second
term, which has three parts inside the large brackets, is the ex-
pected cost of preventive maintenance, cost of failure, and the
depreciation of the power plant in the operation period of time T.
Each part in the second term in the profit equation can be calcu-
lated after the long-term generation scheduling is performed,
which will determine the age of the system during the time period
of operation.

Problem Formulation: A Profit-Based Multiple Time-
Scale Outage Planning

Coupling of Long-Term Generation Scheduling and Outage
Planning. The profit-based outage planning approach relies on the
knowledge about economic performance of the power plant. How-
ever, a projection of the future operating profile is necessary to
evaluate power plant output and heat rate, performance degrada-
tion and risk assessment, and these factors are pertinent to the
evaluation of power plant gross and net revenues. For effective
outage planning, a projection of the unit usage, which depends on
future electric power market and weather conditions in a relatively
long-term future time horizon, is required. A profit-based outage
planning approach therefore requires long-term generation
scheduling.

The simplest approach, which is used in current preventive
maintenance planning procedures, is to assume that the operating
profile over the time horizon of interest is uniform. This approach
is easy to implement and therefore extensively used in current
engineering practice. In actuality, however, in the market-based
operating environment, the operating profile shows strong varia-
tion due to market dynamics. An inaccurate uniform operating
profile assumption leads to inaccurate system degradation esti-
mates and, therefore, an ineffective outage plan. Thus, a method-
ology that is capable of capturing the variation of a future oper-
ating profile on a long-term basis is necessary for effective outage
planning.

Scenario Description. In the scenario considered for this study,
a base load combined cycle power plant with single gas turbine is
investigated. For this base load gas turbine based power plant, it is
assumed that two major preventive maintenance procedures, i.e., a
combustion inspection and a hot gas path inspection or major
inspection, are scheduled in every three years of operation. It is
therefore assumed in this study that the operations and mainte-
nance cycle for this power plant is 18 months. It is also assumed,
in the beginning of the time period of concern, that the gas turbine
has an initial age of 5000 factored fired hours after the last major
preventive maintenance. The next scheduled preventive mainte-
nance, which is a hot gas path inspection, is scheduled in the
eighth month and the duration of the maintenance is one month.
Furthermore, it is projected that there is a peak demand �wide
spark spread� during the month of scheduled maintenance, so it
might be advisable to shift the prescheduled hot gas path inspec-
tion to some other time period in order to take advantage of the
wide spark spread. For such decision making, the trade-off be-
tween risk and reward �i.e., the significance of performance deg-
radation, risk, and spark spread�, is very important. In this outage
departure problem, the timing of the outage for the next preven-
tive maintenance is selected in such a way that the overall ex-
pected profit of the power plant during an operations and mainte-
nance cycle is maximized.

Long-Term Generation Scheduling Using a Dual Time-Scale
Approach

General Method. One of the most challenging problems in the
electric power generation business is balancing short-term produc-
tivity with the optimal level of production over a long time period.

At the level of a single power plant, there are a significant number
of control variables that affect the operation of a power plant and
its profitability. Most of the involved variables require short-term
�weekly or daily� assessment and the corresponding optimization
problems are addressed at this small time scale, i.e., the operator
strives to optimize the profits at any given point in time given
constraints, demand, and pricing environment. A full-blown long-
term optimization of an operating profile is not practical at the
same level of detail due to the size of the problem �14–16�. Also,
the detailed scheduling of long-term operation on a daily basis is
not reasonable due to the limited accuracy of long-term energy
market projection.

A dual time-scale method for solving the long-term generation
scheduling problem is introduced in Ref. �17�. The dual time-scale
approach allows combining the detailed granularity of the day-to-
day operations with global �seasonal� trends, while keeping the
resulting optimization model relatively compact. Furthermore, this
dual time-scale approach can incorporate gas turbine performance,
the dynamic electric power market, long-term power plant genera-
tion scheduling, and outage planning. A brief introduction to the
dual time-scale long-term generation method is introduced here as
follows.

The objective is to maximize the long-term profitability of a gas
turbine power plant by optimizing the operating profile of gas
turbine operation under a dynamic environment, in which the
value of power, price of fuel, and plant operating condition are
stochastic in nature. The optimization problem is solved in two
steps: first, a local �e.g., a single-day� optimization problem is
solved parametrically where accumulated equivalent starts and
fired hours are fixed. These two parameters are considered to be
the two major factors affecting scheduled maintenance. As a re-
sult, the objective �e.g., net revenue� at the local level is expressed
as a function of equivalent starts and fired hours, while all the
actual plant control variables are embedded �hidden� as a result of
the local optimization. Next, a “global” �a time period of certain
length until the next scheduled preventive maintenance� problem
is posed, where there are only two unknowns �equivalent starts
and fired hours� per local time segment.

Operating Profile. The operating profile is a control variable,
and it is defined on a daily basis. A typical operating profile type
defines the starts setting, load setting, fuel type, and power aug-
mentation. The start setting has options, such as hot starts, cold
starts, and emergency starts. The load setting determines if the
system is operating in base load, peak load, or part load. The type
of fuel can be natural gas, liquid fuel, etc. Power augmentation
defines if steam or water injection is employed. Each combination
of these parameters defines an operating profile. To reduce the
scale of the problem, operating parameters are converted into a
compact description of various scenarios for the daily operation
profile of a gas turbine. An example of possible operating profiles
for continuous operation is shown in Table 1. Maintenance factors
are established for each operating profile.

It is understood that, in actual engineering practices, a more
extensive investigation of the various operating parameters and
their corresponding maintenance factors, which affect the life of
various components of gas turbine power plants, have to be mod-
eled for effective operational planning. To demonstrate the general
method, however, only two operating parameters—load setting
and power augmentation—are investigated in this study. Although
in this simple case all possible combinations are considered �Table
2�, in general, a design of experiments �DOE� methodology is
employed to capture the dependence on operating parameters.

The maintenance factors for each operating profile type are also
provided in Table 2. These maintenance factors are normalized for
the purpose of illustration.

Modeling of Price of Electricity and Weather Conditions. The
variation of ambient temperature for 12 types of day is shown in
Fig. 1. The variation of ambient temperature includes the daily
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variation and seasonal variation. It is assumed the ambient tem-
perature is relatively low in the early morning, keeps increasing
until noon, then decreases and reaches the minimum at midnight.
The seasonal variation shows that the average ambient tempera-
ture is relatively low in the spring, keeps increasing in the sum-
mer, and then decreases in the fall and reaches the minimum in the
winter. Random factors are used to model the stochastic nature of
ambient temperature.

Similarly, the daily variation of price of electricity is shown in
Fig. 2. It is assumed that the price of electricity is lower between
midnight and early morning than during the day, and the price of
electricity is higher in the summer than in the spring, fall, and
winter because of high power demand in the summer. Please note
these assumptions do not necessarily match actuality, and what is
important here is the variation in a time line.

Daily Time-Scale Optimization (Local Optimization). The strat-
egy for local optimization consists of a separate optimization for
each profile with respect to its own parameters followed by a

selection of the best profile. The purpose of daily time-scale opti-
mization is to construct optimal daily cumulative spark spread
profiles as functions of daily usage of the power plant, i.e., daily
factored fired hours and factored starts.

Spark spread is determined by price of electricity, price of fuel,
and power plant heat rate. Spark spread SS is calculated using the
following equation:

SS�d,t� = 10�Mp�d,t�� − Fc�d�
HR�d,t�

1000
�12�

The units here for price of electricity, price of fuel, heat rate,
and spark spread are cents per kilowatt-hour, dollars per million
BTUs, BTUs per kilowatt-hour, and dollars per megawatt hour,
respectively. The spark spread depends on the operating profile
type OP since it is a function of the heat rate of the power plant,
which is a function of its operating profile type.

The spark spread as a function of calendar time for 12 types of
day when the unit is running under operating profile type 1 �base
load without power augmentation is shown in Fig. 3. As expected,
the spark-spread profile follows the same trend as that of the price
of electricity.

Day type 1 is a typical day in January in the winter, when it is
assumed the demand of electric power is relatively low and there-
fore the average price of electricity is low �the situation might be
vary depending on a geographical location �18��. The price of
electricity in the early morning and midnight is so low that fuel
cost is higher than the revenue produced from the sale of electric-
ity. As a result, the spark spread is negative for that time period,

Table 1 Parameters for continuous operation

Load setting Fuel type Steam injection Water injection

Base load Natural gas On Off
Off On
Off Off

Distillate oil On Off
Off On
Off Off

Heavy fuel On Off
Off On
Off Off

Peak load Natural gas On Off
Off On
Off Off

Distillate oil On Off
Off On
Off Off

Heavy fuel On Off
Off On
Off Off

Table 2 Simplified operating profiles and maintenance factors

Operating
profile types

Load
mode

Steam
injection

Maintenance
factor

1 Base Off 1
2 Base On 1.5
3 Peak Off 2
4 Peak On 2.5

Fig. 1 Yearly variation of ambient temperature

Fig. 2 Yearly variation of price of electricity

Fig. 3 Spark spread as a function of calendar time for the year
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which means money is lost if the power plant is turned on. As the
season shifts from spring into summer, the demand for electric
power increases and, hence, the price of electricity, and therefore
the spark spread becomes wider. This is shown in day types 6 and
7, which are for a typical day in the summer. In this case, the
spark spread in a summer day is always positive, even in the early
morning and midnight. This means the power plant is making a
profit as long as the plant is in operation.

A daily cumulative spark spread �DSS� is defined and calcu-
lated along the time line of daily operation. The daily cumulative
spark spread is given by Eq. �13�, which is the difference between
the daily gross revenue of selling electricity and daily cost of fuel

DSS =�
0

24

P�t��10�Mp�d,t�� − Fc�d�
HR�d,t�

1000
�dt �13�

The parameter DSS depends on operating profile type and ac-
tual daily operating time because the heat rate is a function of
operating profile type. But, in addition, it also depends on the
extraneous parameters, including price of electricity Mp�d , t�,
price of fuel Fc�d�, and ambient conditions Ta�d , t�. Note that for
a given day during local optimization the ambient condition, price
of electricity, and price of fuel are fixed based on forecasting data.
The revenue and fuel cost of a plant depend only on the operating
profile and actual fired hours Ha. Therefore, DSS is parametrically
expressed as follows:

DSS = DSS�d,Op,Ha�d�� �14�
Factored fired hours and factored starts are used as intermediate

variables that link long-term generation planning and daily gen-
eration scheduling. The daily cumulative spark spread can there-
fore be expressed as a function of type of day, type of operating
profile, and factored fired hours as given by

DSS = DSS�d,Op,Hf�d�� �15�
The daily cumulative spark spread is integrated along the oper-

ating time line. As a result, a revenue profile for each operating
profile type on a given type of day is calculated as a function of
factored fired hours. The daily cumulative spark spread profiles
for day type 1 and day type 6 are shown in Figs. 4 and 5,
respectively.

The cumulative spark-spread profiles for day type 1 is shown in
Fig. 4. Day type 1 is a typical day when the price of electricity is
relatively low. For each operating profile, as the operating time
increases �increases in factored fired hours�, the cumulative spark
spread increases due to positive spark spread and reaches the
maximum value. It then decreases due to negative spark spread. In
this case, the daily cumulative spark spread is not wide enough to
justify running the power plant 24 h/day. Actually, as shown in

Fig. 4, there is an optimal operating time for each operating pro-
file that optimizes cumulative spark spread for each day, and less
cumulative spark spread will be achieved if the plant is run for
more time than that optimal operating time.

The data given in Figs. 4 and 5 show a trend that more cumu-
lative spark spread can be achieved as the time of year shifts from
the spring into the summer. As shown in Fig. 3, the spark spread
in a summer day �day type 6� is always positive. For this reason,
the power producers tend to run the plant more time in summer
than in the spring and therefore produce more cumulative spark
spread each day.

For each set of given day and daily factored fired hours Hf, an
optimal operating profile can be identified that maximizes daily
cumulative spark spread. The optimization is formulated as fol-
lows:

DSS* = DSS*�d,Hf�d�� = max
Profile

�d,Op,Hf�d�� �16�

Here DSS* is the constrained daily cumulative spark spread.
As a result, for each given day, the optimal daily cumulative

spark-spread profile is constructed as a function of daily unit us-
age, i.e., the daily factored fired hours. Thus, an optimal daily
cumulative spark-spread profile can be constructed for each day.
The optimal daily cumulative spark-spread profiles as function of
factored fired hours for day types 1–6 are shown in Fig. 6.

Yearly Time-Scale Optimization (Long-Term Generation
Scheduling). The daily �short-term� optimization requirement is to
maximize daily cumulative spark spread, while the yearly �long-
term� optimization requirement is to maximize the cumulative

Fig. 4 Cumulative spark-spread profiles—day 1

Fig. 5 Cumulative spark-spread profiles—day 6

Fig. 6 Optimal daily cumulative spark-spread profiles „day
type 1–day type 6…
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profit of the power plant with consideration of long-term expected
cost of maintenance and depreciation. This is done by optimizing
the long-term generation scheduling for the given time period of
operation.

The power plant will operate until an outage is scheduled for
plant maintenance. The long-term economic performance of a
plant is the integration of its daily performance over the long-term
period. Assume there are a number of Dm days in the operation
period Tm, i.e., the next outage is scheduled Dm days away from
the current time. For a given future operation profile along the
operation period Tm, the aging and, consequently, the degradation,
risk, and depreciation of the power plant can be evaluated, and the
expected cost of preventive maintenance, cost of failure, and de-
preciation can be determined.

For a particular future operating profile, suppose the accumu-
lated age �factored fired hours and factored starts� over the opera-
tion period Tm is �m= �Hf ,Sf�, where Hf and Sf are defined by Eqs.
�1� and �2�. The expected cumulative spark spread CSS over the
operation period Tm is

E�CSS� = �
d=1

Dm

DSS*�d,Hf�d�� �17�

Here, DSS�d ,Hf�d� ,Sf�d�� is the optimized daily cumulative

spark-spread profile for each day.
Considering Eqs. �9� and �10�, the expected cost of failure is

given by Eq. �18� and cost of preventive maintenance is given by
Eq. �19�

�
0

�m

Cfailure����f���d�� = Cfailure�1 − R��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d���
�18�

Cost of preventive maintenance is

Cpm�
�m

�

f���d� = CpmR��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� �19�

Here R�t�=1−�0
t f���d� is the plant system reliability. The depre-

ciation function Q depends on the power plant design and con-
figuration, and it is a function of the age � of the power plant

Q��� = Q��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� �20�

The expected profit equation is therefore given by

E�NR� = ��
d=1

Dm

DSS*�d,Hf�d��� − �Cfailure�1 − R��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d���
+ CpmR��

d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� + Q��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� � �21�

The problem now becomes how to assign factored fired hours and factored starts for each day in order to achieve optimized long-term
payback for a given time period of operation. The global problem can be further reduced if individual days of operation with similar
characteristics are grouped together. For example, Nixon et al. used 12 types of days to represent 12 months in a year, based on historic
weather data �18�. In this paper, in order to reduce the number of variables, it is assumed there are k=12 segments of “representative”
days at various time of each year. Each segment actually represents a month in a calendar year. Not only are operating conditions
assumed to be similar on a representative day, but the global policies are similar as well. In such a setting, the 365 days of each year
are mapped into the k types, with n�d� days for each type, which is the number of days of each month. Now, at this point, our 2k
optimization parameters are Hf�d�, Sf�d�, where d=1,2 , . . . ,k.

The formulized yearly time-scale optimization follows. For a given time period of operation Tm with a number of days Dm, maximize

NR* = max
Hf�d�,Sf�d��

��
d=1

Dm

DSS*�d,Hf�d���
− �Cfailure�1 − R��

d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d���
+ CpmR��

d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� + Q��
d=1

Dm

Hf�d�,�
d=1

Dm

Sf�d�� � � �22�

subject to

0 � Hf�d� � Hf ,daily
max

0 � Sf�d� d = 1,2, . . . ,k �23�

where Hf ,daily
max is the maximum daily usage of factored fired hours

for a given power plant. This corresponds to the cumulative fac-
tored fired hours per day when the power plant is operating in 24
hours per day in the operating profile, and it will result in the
highest maintenance factor. Sf�d� is a non-negative integer repre-
senting factored fired starts on day d.

Results for Long-Term Generation Scheduling. As an ex-
ample, the next outage for preventive maintenance is scheduled
eight months away from the current time of consideration �i.e., the
next preventive maintenance is scheduled in August�. It is as-
sumed that not only are operating conditions assumed to be simi-
lar on each day in a month, but the global policies are similar as
well on each day. As a result, there are 12 different types of days
for the entire year. It is also assumed that the current time is in the
beginning of the year. A long-term generation scheduling using
the dual time-scale method is performed, and the optimized future
operation profile for the coming 12 months is generated.

The optimized operating profile, the daily factored fired hours,
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and the daily actual fired hours for this operation and maintenance
�O&M� cycle �from the first month to the eighteenth month� are
shown in Figs. 7 and 8, respectively. The startup and shutdown
schedule for each month is shown in Fig. 9.

It is found that the scheduled daily factored fired hours and
daily actual fired hours follow the same trend as that of spark
spread in the year; they increase as they go from spring into sum-
mer and decrease from fall into winter. As a result of the dynamics
of the electric power market, the gas turbine is turned on to the
highest output level during the summer and is scheduled to be in
operation 24 h/day �i.e., the gas turbine is operating under peak
load with steam injection �operating profile type 4��. During these
months, the power plant is running continuously without shut-
down. This is the case in the 5th, 6th, 7th, 17th, and 18th month.

The power plant is scheduled to operate in a relative low output
level, which is peak load without power augmentation �operating
profile type 3�, during the spring and the winter, and the power
plant is started up and shut down on daily basis because the spark
spread is not wide enough to justify 24 h of operation each day.

Profit Based Outage Planning. The dual time-scale long-term
generation scheduling problem is a subproblem for the profit-
based lifecycle-oriented outage planning problem. As a result of
the optimization for long-term generation scheduling, the opti-
mized expected profit equation is a function of the length of the
time period of operation Tm �i.e., the number of days Dm�

NR* = NR*�Dm� �24�

Fig. 7 Daily factored fired hours along the operating time line „next outage
� eighth month…

Fig. 8 Daily actual fired hours along the operating time line „next outage �
eighth month…
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The next optimization task is to maximize the expected power
plant profit by optimizing the length of the operation period Tm
�i.e., the number of days Dm�. The outage optimization problem is
therefore formulated below

Maximize:

NR* = NR*�Dm� �25�

by optimizing the length of the operation period Tm, i.e., the num-
ber of days Dm.

The profit-based outage planning optimization is performed,
and the results follow. The normalized expected profit in an O&M
cycle as a function of outage schedule is shown in Fig. 10. It is
found that, as the next preventive maintenance is postponed, the
expected profit increases, and then it reaches the optimal. After
that optimal point, the expected profit keeps decreasing if the
preventive maintenance is postponed further. The results show
that maximized profit over the 18 month O&M cycle is achieved
when the next outage for preventive maintenance is performed in
the ninth month, which is September in this case.

The market dynamics, performance, and reliability all interact

simultaneously. The spark spread would drive the outage away
from a given season when it is wide, when the power plant can
gain much profit instantly, to a season with the smaller spark
spread. This suggests that the next outage will occur most likely
during the winter, particularly in the twelfth and thirteenth
months. However, the impact of gas turbine aging is opposite.
When the system is “young” enough, the performance degradation
and the risk of forced outage is relatively less significant; thus, the
incremental expected spark spread outweighs the incremental cost
�the incremental risk and performance degradation�. However, as
the gas turbine system ages, the risk increases outpace the incre-
mental profit. In this example, the performance degradation and
risk associated with postponing the preventive maintenance from
the ninth month �September� to the twelfth month �December�
outweighs the marginal profit.

The detailed optimized generation schedule, including daily
factored fired hours, operating profile type, and actual fired hours,
for this outage schedule is shown in Table 3. This example clearly
demonstrates that the optimal timing of power plant outage for
preventive maintenance is influenced by the power plant perfor-

Fig. 9 Monthly unit startup and shutdown schedule along operating time
line „next outage � eighth month…

Fig. 10 Expected profit as a function of the next outage time

Table 3 The optimized generation schedule „the next outage
is scheduled in the 9th month…

Month
Daily factored

fired hours
Operating

profile type
Daily actual
fired hours

1 30.5 3 15.3
2 32.4 3 16.2
3 34.0 3 17.0
4 36.4 3 18.2
5 46.8 4 18.7
6 60.0 4 24.0
7 60.0 4 24.0
8 42.8 4 17.1
9 0.0 Outage 0.0
10 33.4 3 16.7
11 33.3 3 16.7
12 29.9 3 14.9
13 28.0 3 14.0
14 30.6 3 15.3
15 33.6 3 16.8
16 34.3 3 17.2
17 60.0 4 24.0
18 60.0 4 24.0
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mance degradation, reliability, and market dynamics. As a result,
outage planning that considers only performance and/or reliability
will lead to a suboptimal solution. This provides a strong motiva-
tion for pursuing the profit based approach, where the perfor-
mance, reliability, and market signals are considered in an inte-
grated fashion.

Concluding Remarks
There is a need for profit-based outage planning for gas turbine

power plants as a result of the deregulation of the electric power
market. In this paper, a systematic approach for profit-based out-
age planning is introduced. The key factors for this profit-based
approach include power plant aging, performance degradation, re-
liability deterioration, and, importantly, the energy market dynam-
ics. Outage planning that considers only performance and/or reli-
ability will essentially lead to a suboptimal solution.

A multiple time-scale operational scheduling method is devel-
oped for coupled generation scheduling and outage planning. The
models that are currently being developed for this planning ap-
proach have been demonstrated in this paper in an example that
uses a relatively simple power plant model operating over an 18
month period. It is found that this profit-based outage planning
approach is capable of coupling power plant performance, reli-
ability, and energy market dynamics, and therefore allows more
effective outage planning with coupled generation scheduling. Us-
ing this multiple time-scale profit-based outage planning ap-
proach, an increase in the profitability of a gas turbine power plant
is expected.

Several important enhancements of the developed procedure
can be identified: a fleet-wide outage planning that takes into ac-
count coupled behavior of power plants due to both performance
�e.g., fleet-wide performance requirements� and maintenance �e.g.,
constraints due to shared resources�. To this end, a recently devel-
oped system modeling tool based on stochastic Petri Nets, SPN@
�stochastic Petri nets with aging tokens� is expected to provide a
means to model relevant stochastic interactions in a compact and
efficient manner �19�. Also, a more extensive modeling of the
operating profiles and their corresponding maintenance factors
would be helpful. Finally, more sophisticated cost models can
further improve the quality of the decision making by incorporat-
ing other factors, such as power demand, power factor, taxes,
insurance, etc. The price of electricity in the deregulated electric
power market is set by rate structures as well as by the spot
market. As a result, a high-fidelity modeling of time-varying price
of electricity is a particularly challenging problem.

The method introduced in this paper along with the implemen-
tation of the above-mentioned enhancements represent a founda-

tion for a comprehensive suite of software tools for facilitating
effective outage planning in real-world situations and improving
gas turbine power plant profitability.
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Inlet Fogging of Gas Turbine
Engines: Climatic Analysis of Gas
Turbine Evaporative Cooling
Potential of International
Locations
Inlet fogging of gas turbine engines has attained considerable popularity due to the ease
of installation and the relatively low first cost compared to other inlet cooling methods.
With increasing demand for power and with shortages envisioned especially during the
peak load times during the summers, there is a need to boost gas turbine power. There is
a sizable evaporative cooling potential throughout the world when the climatic data is
evaluated based on an analysis of coincident wet bulb and dry bulb information. These
data are not readily available to plant users. In this paper, a detailed climatic analysis is
made of 106 major locations over the world to provide the hours of cooling that can be
obtained by direct evaporative cooling. This data will allow gas turbine operators to
easily make an assessment of the economics of evaporative fogging. The paper also
covers an introduction to direct evaporative cooling and the methodology and data analy-
sis used to derive the cooling potential. Simulation runs have been made for gas turbine
simple cycles showing effects of fogging for a GE Frame 7EA and a GE Frame 9FA Gas
turbine for 60 and 50 Hz applications. �DOI: 10.1115/1.1707034�

1 Introduction
Gas turbine output is a strong function of the ambient air tem-

perature with power output dropping by 0.54–0.9% for every 1°C
rise in ambient temperature �0.3–0.5% per 1°F�. On several heavy
frame gas turbines, power output drops of around 20% can be
experienced when ambient temperatures reach 35°C �95°F�,
coupled with a heat rate increase of about 5%. Aeroderivative gas
turbines exhibit even a greater sensitivity to ambient conditions. A
representation of the power boost capability for given inlet cool-
ing potential for different types of gas turbines is shown in Fig. 1.
This was derived using GTPRO1 software over a range of
turbines.

This loss in output presents a significant problem to utilities,
cogenerators and independent power producers when electric de-
mands are high during hot summer months. In the petrochemical
and process industries, the reduction in output of mechanical drive
gas turbines often curtails plant output. For example, at some
liquefied natural gas �LNG� plants, production may have to be
curtailed during the hot afternoons when the refrigeration capacity
is limited by gas turbine driver power. One way to counter this
drop is to cool the inlet air. While there are several cooling tech-
nologies available, fogging has seen large-scale application be-
cause of the advantage of low first cost when compared to other
techniques including media evaporative cooling and refrigeration
technologies.2 Chaker et al. �1� has provided a detailed analysis of
the evaporative cooling potential in terms of equivalent degree

cooling hours �ECDH� for a large number of sites in the U.S.A. In
this paper the same methodology is extended for 106 international
locations outside the U.S.

A major obstacle faced by gas turbine users in analyzing the
potential for fog evaporative cooling is that there is sparse cli-
matic data available in a form that users can make a decision on
the benefits of evaporative cooling. The obstacle may be broken
into two factors:

1. Operators cannot easily locate the appropriate weather data
for their site. Much of the data is available at a plant site
may be based on average data points with no representation
of the values of coincident dry and wet bulb temperatures.
This data is invaluable when evaluating any evaporative
cooling solution.

2. Even when some appropriate data is available through web
sites or other sources, the data tables and information are not
in a format to enables an operator to rapidly access the po-
tential of evaporative cooling. The data has to be consider-
ably massaged and collated before a meaningful estimate
can be made of cooling potential at the site.

The object of this paper is to provide an easy to use solution to
this problem providing a detailed analysis of multiple locations all
over the world to allow users to evaluate power augmentation
potential. This paper is intended to allow a rapid evaluation of
site-specific cooling potential. McNeilly �2� has provided an ex-
cellent study on the importance of accurate climatic data when
evaluating gas turbine inlet cooling projects. The relative potential
of different gas turbines to capacity increase due to inlet cooling
has been evaluated by Kitchen et al. �3�.

In order to keep this paper self contained, some of the basic
concepts of fog evaporative cooling are presented below.

1Program by Thermoflow, Inc.
2Cost ratios are about 5:1 but can vary based on project specifics.
Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-

lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manu-
script received December 2001, final manuscript received March 2002. Assoc. Edi-
tor: E. Benvenuti. Paper presented at the International Gas Turbine and Aeroengine
Congress and Exhibition, Amsterdam, The Netherlands, June 3–6, 2002; Paper No.
2002-GT-30559.
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2 Overview of Power Augmentation Strategies
There are several power augmentation strategies for gas tur-

bines. These include:

• gas turbine inlet refrigeration-utilizing absorption or me-
chanical refrigeration,

• inlet fogging,
• HRSG supplemental firing—applies to combined cycle

power plants �CCPP� only, and
• gas turbine water/steam injection.

A detailed study conducted by Tawney et al. �4� evaluated sev-
eral options for power augmentation for combined cycle power
plants. The results indicated that the option with the minimal EPC
cost impact was inlet fogging. Inlet fogging was the only option
that provided a small augmentation in heat rate, while the other
options all worsened heat rate. In terms of return on equity, the
highest return on investment was obtained by the combination of
inlet fogging and supplemental firing of the HRSG. As a practical
matter, several CCPPs are adopting fogging as a power augmen-
tation strategy. This trend is being noted not only in the U.S.A. but
in several parts of the world. Jones and Jacobs �5� have also
studied various power enhancement techniques of combined cycle
power plants.

3 Overview of Evaporative Cooling Technologies

3.1 Traditional Media Based Evaporative Cooling Tech-
nology. Traditional media based evaporative coolers have been
widely used in the gas turbine industry especially in hot arid areas.
The basic principle of evaporative cooling is that as water evapo-
rates, it cools the air because of the latent heat of vaporization.

Traditional evaporative coolers are described in detail by
Johnson, �6�.

Evaporative cooler effectiveness is given by

E�
T1DB�T2DB

T1DB�T2WB
(1)

where
T1 � inlet temperature
T2 � exit temperature of evaporative cooler

DB � dry bulb
WB � wet bulb.

A typical value for effectiveness is 85–90%, which implies that
the wet bulb temperature can never be attained.
The temperature drop assuming an effectiveness of 0.9, is given
by

�TDB�0.9�T1DB�T2WB�. (2)

A psychometric chart can be used to obtain the value of the
WBT. The exact power increase depends on the particular ma-
chine type, site altitude, and ambient conditions.

The presence of a media type evaporative cooler inherently
creates a pressure drop that results in a drop in turbine output. As
a rough rule of thumb, a 1 in. WG �2.54 cm WG� increase in inlet
duct losses will result in a 0.35–0.48% drop in power and a 0.12%
increase in heat rate. These numbers would be somewhat higher
for an aeroderivative machine. The key issue with a traditional
media evaporative cooler is that this increased pressure drop loss
occurs year round even when the evaporative cooler is not in use.
Increases in inlet duct differential pressure will cause a reduction
of compressor mass flow and engine operating pressure. Increase
in inlet differential pressure results in a reduction of the turbine
expansion ratio.

The inherent loss of efficiency and increased inlet pressure loss
in a traditional evaporative cooling system never allows for the
maximum cooling effect to be attained. Water quality require-
ments are, however, less stringent than those required for direct
fog cooling systems.

3.2 Inlet Fogging Technology. Direct inlet fogging is a
method of cooling where demineralized water is converted into a
fog by means of special atomizing nozzles operating at 138 bar
�2000 psi�. Details pertaining to the thermodynamics and practical
aspects of fogging have been described in Meher-Homji and Mee
�7,8�. The fog provides cooling when it evaporates in the air inlet
duct of the gas turbine. This technique allows close to 100% ef-
fectiveness in terms of attaining 100% relative humidity at the gas
turbine inlet and thereby gives the lowest temperature possible
�the wet bulb temperature� without refrigeration. Direct high pres-
sure inlet fogging can also be used to create a compressor inter-
cooling effect by allowing excess fog into the compressor, thus
boosting the power output considerably. In this paper, consider-
ation is only made of evaporative fogging alone, with no discus-
sion of fog intercooling being considered. A detailed parametric
analysis of gas turbine response to fogging has been provided by
Bhargava and Meher-Homji �9�. An application of fog intercool-

Fig. 1 Representation of power boost possible by inlet cool-
ing

Fig. 2 Typical high pressure fogging skid. The feed lines from
the high pressure pumps to the inlet system can be seen here.
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ing on heavy-duty gas turbines is described by Ingistov �10�. A
photograph showing a typical high pressure fogging skid is shown
in Fig. 2.

Inlet fogging includes a series of high pressure reciprocating
pumps providing demineralized water to an array of fogging
nozzles located after the air filter elements. The nozzles create a
large number of micron size droplets which evaporate cooling the
inlet air to wet bulb conditions. A photo of a nozzle array fogging
an inlet duct for a large frame gas turbine is shown in Fig. 3. A
typical fog plume emanating from a single nozzle is shown in Fig.
4.

4 Climatic and Psychrometric Aspects of Inlet Fogging

4.1 Control of Inlet Fogging Systems and the Importance
of Climatic Data. The control system of most inlet fogging sys-
tems incorporates a programmable logic controller �PLC�, which
is mounted on the high-pressure pump skid. Sensors are provided
to measure ambient relative humidity and dry bulb temperature.
Programming algorithms within the PLC use these measured pa-
rameters to compute the ambient wet bulb temperature and the
wet bulb depression �i.e., the difference between the dry bulb and
wet bulb temperature� to quantify and control the amount of
evaporative cooling that is possible at the prevailing ambient con-
ditions. The system turns on �or off� fog cooling stages to match
the ability of the ambient air conditions to absorb water vapor.

The software would then be configured to adjust the amount of
fog injected in proportion to the inlet air mass flow.

By choosing pump displacements �i.e., flow in gpm� it is pos-
sible to derive multiple cooling stages with the utilization of dif-
ferent pump combinations.

Obviously, the control of the skid is based on climatic condi-
tions and so the overall utilization of the fogging system at any
location, is a strong function of the climatic conditions. It is this
reason that makes an accurate understanding of the variations in
climatic conditions an imperative. McNeilly, �2� has addressed the
area of climatic data for evaporative cooling.

4.2 Modeling of Climatic Data. There are numerous prob-
lems and traps when modeling climatic data-several of which de-
rive from the concept of ‘‘averaging’’ of data. One example of this
is using data such as shown in Fig. 5. This figure provides a
correlation of dry bulb and wet bulb averages at a certain site. The
graph shows that the linear behavior may lead one to conclude
that at a dry bulb temperature of 25°C, the expected wet bulb is
20°C allowing a wet bulb depression of 5°C. �i.e., a measure of
evaporative cooling potential�. This is totally erroneous as the data
was derived by taking the average WB temperature and the aver-
age DB temperature and plotting the curve. Consequently, the
graph does not reflect coincident WB and DB conditions and will
therefore indicate a much reduced cooling potential. It is advisable
that the site’s temperature profile for a full year of hourly data
with the 20–30 year average wet and dry bulb coincident tempera-
tures be considered in the analysis. These data can be used to
generate evaporative cooling degree hour �ECDH� numbers for
each hour of the year and allow a turbine operator to make a very
detailed and accurate analysis of potential power gain from inlet
fogging.

High relative humidity conditions do not occur with high dry
bulb temperatures. A typical pattern of variation of dry bulb and
wet bulb temperature over a day is depicted in Fig. 6. As can be
seen, during the afternoon hours, there is a considerable difference
between the wet bulb and dry bulb temperatures. It is this spread
that allows the use of fog evaporative cooling.

A common mistake made by users is to take the reported high
relative humidity and temperature for a given month and base the

Fig. 3 High pressure fogging skid in operation for a heavy-
duty gas turbine

Fig. 4 Typical fog plume from a single fog nozzle

Fig. 5 Correlation of WB and DB temperatures—averaged
data
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design on these. The problem is that the high relative humidity
generally occurs time-coincident with the lowest temperature and
the lowest relative humidity occurs with the highest temperature.
This mistake results in the erroneous conclusion that very little
evaporative cooling can be accomplished and has historically been
the underlying cause of the maxim that evaporative cooling is not
possible in ‘‘high humidity regions.’’

4.3 Fog Evaporative Cooling in High Humidity Regions.
Even the most humid environments allow for up to 8°C �15°F� of
evaporative cooling during the hotter part of the day. The term
‘‘relative humidity’’ refers to the moisture content in the air ‘‘rela-
tive’’ to what the air could hold at that temperature. In contrast
‘‘absolute humidity,’’ is the absolute amount of water vapor in the
air �normally expressed in unit mass of water vapor per unit mass
of air�.

The moisture-holding capacity of air depends on its tempera-
ture. Warmer air can hold more moisture than cooler air. Conse-
quently, relative humidity is highest during the cool morning and
evening hours and lowest in the hot afternoon hours. Since inlet
air fogging systems cause a very small pressure drop in the inlet
air stream, and are relatively inexpensive to install, they have been
successfully applied in areas with very high summer time humid-

ity such as the Texas Gulf Coast region or the state of Florida in
the U.S.A. and in the other high humidity locations in the world.
This is because during the hot hours, the coincident relative hu-
midity is typically low.

5 Methodology and Analysis to Create an Interna-
tional Database for Evaporative Cooling Degree Hours

Data were obtained from a climatic database published by Air-
force Combat Climatology Center. The goal of the analysis was to
determine the equivalent cooling degree hours �ECDH� for a va-
riety of locations worldwide. The ECDH is defined as a number
that provides the total amount of cooling that can be derived for a
given time period. The total ECDH is arrived at by summing the
ECDHs derived for the 12 months at a location. Results are shown
for approximately 106 cities in Table 1 in Appendix A. For ex-
ample, the total ECDH for Athens, Greece of 29,900 ECDHs is
derived by summing the numbers in that row, from January to
December.

The database provides a wide range of information including
dry bulb temperature values, and percentage of occurrence, wet
bulb temperatures ranges and coincident dry bulb temperatures,
and humidity ratios.

After data were collated from the above data files, a cross check
was performed with ASHRE data. Finally, the data was placed in
a spreadsheet and then a tabulation provided in the Appendix A
was derived. The ECDH was chosen with a lower WBT limit of
55°F �12.8°C�.3 This was considered a very conservative number
to avoid any possibility of inlet icing. Figures 7 through 12 show
climatic data for New Delhi, India.

The number of ECDHs for which certain wet bulb depression
ranges are available are shown in Table 2 of Appendix B. The
ranges selected are in groups 0–5°C, 5–10°C, 10–15°C, 15–
20°C, and �20°C. Due to rounding issues and temperature re-
cording approaches, the summation of the ECDHs in this table,
may differ up to 5% from the Table 1.

5.1 Use of the Equivalent Cooling Degree Hour „ECDH…

Table in Appendix A. Any gas turbine operator can immedi-
ately see the potential for evaporative cooling per month in his or
her location based on a long term historical database by using
Table 1 in Appendix A. The results can be directly read off the
tabulation providing the total ECDH and it is relatively easy to

3Figures 7–12 show the sensitivity of the results to the choice of minimum WBT.

Fig. 6 Daily variation of dry bulb and wet bulb temperature

Fig. 7 Data for New Delhi, India. This provides the months of
the year on the abscissa and the ECDH on the ordinate. The
graph provided a month-by-month number of the ECDH, for a
range of minimum wet bulb temperatures ranging from 18.3°C
to 7.2°C. The ‘‘bimodal’’ pattern occurs here because after the
hot months of April and May, temperatures drop due to the
monsoons and then peak again in the months of September
and October.

Fig. 8 Data for New Delhi, showing the duration of the day that
the cooling potential is available. This graph shows that the
cooling potential is predominantly clustered between 12:00–
21:00 hours. Graphs such as this allow users to match evapo-
rative cooling to peak demand needs.
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compute the kW hours of capacity available by the use of evapo-
rative fogging. In order to do this, the ECDH number would be
multiplied by the turbine specific kW/°C cooling number. This can
be obtained from the gas turbine OEM’s curves. In order to make
the task easier, Table 3 in Appendix C provides a detailed tabula-
tion of over 35 gas turbines �both 50 and 60 Hz operation� with
runs made to examine the performance sensitivity to changes in
ambient conditions. Gas turbines chosen range from 5–250 MW
in output and the temperature effects on power are presented in
terms of both power boost% per °C and also in terms of MW/°C.
The use of this table will allow users to make an assessment of
their gas turbines.

ECDH data can also be looked at more closely to account for
differences in energy market values at different times of the year.
For example, examination of data could provide an estimate of the
revenue stream during the hot summer months alone. An eco-
nomic evaluation can then be developed on a month-by-month
basis knowing the site-specific economic criteria.

5.2 Practical Aspects. If the ECDH number is used to com-
pute MW hr boost over the year, it is important to note that this
would imply that fogging is employed whenever there is even a
1°C depression. In reality there may be a delay set in the control
system to trigger the first stage of cooling and also the cooling
degrees per stage, would have to be larger than the depression.
Typical stage cooling is 1–1.7°C �2–3°F� Further, there is a prac-

tical limitation in that in the cooler months, it may be possible that
freezing conditions may occur during the early morning and then
during the day, an adequate temperature drop may exist. Some
operators may drain the skid and hence may not make use of this
period of evaporative cooling potential. If power is needed, how-
ever, then operators may elect to drain during the night and utilize
the system during the day. Because of these factors it is impos-
sible to make adjustments in the ECDH tabulation. Users may
want to multiply the total number by a factor of 0.974 to account
for these factors.

5.3 Lowest Temperature for Cooling. Table 1 �Appendix
A� has been based on a minimum temperature of 12.8°C �55°F�.
This is a conservative number in terms of anti icing. Several
OEMs publish a combination of relative humidity and temperature
at which anti icing measures are turned on. With fogging applica-
tions where the ending relative humidity is close to 100%, tem-
peratures as low as 10°C can be utilized.5 However, to be on the

4This factor is an estimate, and may go as low as 0.94 in extreme cold locations.
5There are several considerations other than just calculating the intake tempera-

ture static depression caused by air acceleration to Mach numbers of 0.5 to 0.8. There
is also some heating �although small—of the order of 1°C� due to the condensation
that occurs and also due to heat transfer from the number 1 bearing, etc.

Fig. 9 Data for New Delhi showing the sensitivity of ECDH to
the minimum wet bulb temperature. For example, if the mini-
mum WBT is set to 15°C, then the value of the ECDH is approxi-
mately 47,000. If a more aggressive minimum temperature of
10°C is chosen, then the ECDH increase to 56,000.

Fig. 10 Data for New Delhi, India. This shows the relationship
between DBT and WBT. At a temperature approximately 40°C, a
wet bulb depression of approximately 20°C is available.

Fig. 11 Data for New Delhi, India. ECDH for a variety of wet
bulb depressions. For example, at a wet bulb depression of
5°C, and a minimum wet bulb temperature of 7.2°C. At low
WBDs the minimum west bulb temperature become important,
as expected.

Fig. 12 Data for New Delhi, India. Graph showing the time
frames during a day when the cooling hour potential exists for
a range of web bulb depressions. At a WBD of 4°C, approxi-
mately 1125 hours exist and the time distribution of these
hours is shown.
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very conservative side, temperatures of 12.8°C have been consid-
ered.

6 Gas Turbine Simulation
In order to put the entire situation into perspective, a GTPRO

simulation was made using a Frame 7121EA and a Frame 9351FA
gas turbine in simple cycle configuration �fueled by natural gas� as
a reference plant. Salient particulars of this gas turbine are when
operating under varying wet bulb depressions of 8 and 12°C from
the base temperature are presented in Table 4 �Appendix D�.

7 Economic Criteria for Inlet Cooling
The specific decision to utilize inlet evaporative fogging tech-

nology is an economic one and the total project cost must be
evaluated over the life cycle. Because of the varying economic
situation in different parts of the country, no economic analysis is
presented here. Dominating factors, which should be taken into
account in doing a study, are

• climatic profile �discussed above�.
• installed cost of the cooling system in terms of $/incremental

power increase.
• amount of power gained by means of inlet air cooling. This

should take into account parasitic power used, and the effect
of increased inlet pressure drop. With fogging systems, the
maximum parasitic power is in 50–80 kW for larger turbines
when the maximum wet bulb depression has to be derived.
The inlet pressure drop is almost nil due to the configuration
and design of the nozzle array.

• fuel and demin water costs, and costs of incremental power,
i.e., what benefit is attained by the power boost.

• projected O&M costs for the system.
• environmental impact.
• for cogeneration applications, the time of use electric rates

and the power purchase agreement have to be carefully con-
sidered.

• potential impact on existing emission licenses.

Economic analysis for inlet cooling systems may be found in Uta-
mura et al. �11�, Ondryas �12�, van Der Linden and Searles �13�,
and Guinn �14�.

8 Closure
The paper has provided a tool to easily enable operators in

worldwide locations to determine the degree of evaporative cool-
ing potential in terms of evaporative cooling degree hours. The
analysis and tabulations help users by distilling a huge amount of
climatic data into a quick and easy to use format. Any gas turbine
operator can use the data to get an idea as to the feasibility of the
application of inlet fogging. Further, the data provided would re-
duce the effort that is needed to make an economic analysis of the
potential of evaporative fog cooling.

Nomenclature

ASHRE � American Society of Heating and Refrigeration En-
gineers

CCPP � combined cycle power plant
DB � dry bulb temp, °C

ECDH � equivalent cooling degree hours, °C hrs �°F hrs�
EPC � engineering procurement and construction

HRSG � heat recovery steam generator
GPM � gallons/minute
LPM � liters/minute

NP � net power
WB � wet bulb temp, °C

WBD � wet bulb depression, °C
MWB � minimum wet bulb temp, °C

WG � water gauge
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Appendix A

Table 1 Equivalent cooling degree hours „ECDH…–degree °C hr for selected cities
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Table 1 „continued….
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Appendix B

Table 2 Availability of ECDH of a range of WBD „°C…
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Appendix C

Appendix D

Table 3 Power boost of various gas turbines

Table 4 Simulation run two heavy-duty gas turbines with inlet fogging
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Inlet Fogging of Gas Turbine
Engines: Experimental and
Analytical Investigations on
Impaction Pin Fog Nozzle
Behavior
The inlet fogging of gas turbine engines for power augmentation has seen increasing
application over the past decade. This paper provides the results of extensive experimen-
tal and theoretical studies conducted on impaction pin fog nozzles. It covers the important
area of the fog plume pattern of impaction pin nozzles and examines fog-plume unifor-
mity. The subject of sprinkle (large droplet formation) from the nozzles is also examined
in detail and is shown to be nonsignificant. The effect, on evaporation rate, of ambient
climatic conditions and the location of the fog nozzle with respect to the gas turbine inlet
duct has been analytically and experimentally analyzed. An analytical model is used to
study the evaporation dynamics of fog droplets injected in the inlet ducts. The model is
validated experimentally in a wind tunnel. �DOI: 10.1115/1.1808429�

1 Introduction and Background
Gas turbine output is significantly impacted by the temperature

of the ambient air, with power output dropping by 0.54% to
0.90% for every 1°C �1.8°F� rise in ambient temperature. This
loss in output presents a significant problem to utilities, cogenera-
tors, and merchant power plants, particularly when electric de-
mands are high during the hot months. Inlet fogging is a popular
technique for boosting the hot-weather performance of gas tur-
bines and has been extensively implemented over the past decade.
Inlet fogging fits the niche of low-cost power augmentation and
has consequently become very popular.

The concept is a simple one in which a direct evaporation effect
is derived by the use of fog generated by high-pressure pumps and
atomizing nozzles installed in the inlet duct downstream of the
inlet air filters. The fog evaporates in the inlet duct and cools the
air down to the wet bulb temperature.

It is estimated that more than 700 gas turbines have been fitted
with fogging systems, including many modern class F gas tur-
bines. In spite of this proliferation of inlet fogging systems, there
is not much technical literature available covering the thermody-
namics, physics, and engineering principles that govern the fog-
ging process. The first rigorous and detailed treatment was made
by Chaker et al. �1–3� and this paper builds on that foundation.

Fog intercooling,1 which has been applied from the early days
of gas turbine and jet engine technology is a technique that con-
sists of spraying more fog than will evaporate under the given
ambient temperature and humidity conditions so that nonevapo-
rated liquid water droplets enter the compressor. The desired
quantum of unevaporated fog is carried with the air stream into
the compressor, where it evaporates and produces an intercooling
effect. The resulting reduction in the work of compression can
give a significant additional power boost and an improved heat
rate.

A review of the basic principles of fogging technology can be
found in Meher-Homji and Mee �4,5�. Early papers on fog inter-
cooling and wet compression started to appear in the late 1940s
including Kleinschmidt2 �6�, and Wilcox and Trout �7�. Other ref-
erences include Hill �8�, Arsen’ev and Berkovich �9�, Nolan and
Twombly3 �10�, and Utamura et al. �11�.

Most inlet fogging systems currently in operation employ one
of two different types of fogging nozzles; swirl jet nozzles or
impaction pin nozzles. This paper studies the behavior of impac-
tion pin nozzles designed by Mee Industries as shown in Fig. 1
and gives some commentary on swirl jet type nozzles as well.
There are several misconceptions regarding the behavior of im-
paction pin nozzles and this paper makes a systematic study of
several of them.

Topics covered in this paper include:

• Effects of airflow velocity and ambient relative humidity on
droplet size. Fogging systems have to operate at varying hu-
midity conditions but, at this time, there has been no pub-
lished systematic study of the effect of ambient conditions on
fogging system performance.

• Effects of fog plume shape and nonuniformity caused by dis-
placement of the impaction pin. In this paper we have made
detailed measurements of the effect of partial pin displace-
ment on droplet size and examined the behavior of the drop-
lets in multiple locations in the spray plume. A discussion is
also made of the forces required for movement of the impac-
tion pin.

• Large droplet formation. A systematic study has been done of
what we call the sprinkle effect. This effect can occur when
the spray plume strikes the support side of the impaction pin.
Water can accumulate on the pin and form large droplets,
which are then stripped off and enter the airflow. The research
presented here shows that the sprinkle effect occurs, with
Mee impaction pin nozzles, only at lower than normal oper-
ating pressures, and that sprinkle occurs with both swirl jet

1Also known as overspray or wet compression.
Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-

lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manu-
script received October 2002; final manuscript received March 2003. Assoc. Editor:
H. R. Simmons. Paper presented at the International Gas Turbine and Aeroengine
Congress and Exhibition, Atlanta, GA, June 16–19, 2003, Paper No. 2003-GT-
38801.

2This paper coined the term ‘‘wet compression.’’
3Nolan and Twombly covered an application of fog intercooling on GE Frame 5

engines.
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and impaction pin nozzles. But, in both cases it has an insig-
nificant effect on the performance of the fogging system or on
the compressor blades.

• Heat and mass transfer model. A detailed droplet heat and
mass transfer model was developed by Chaker �1� and is
extended in this paper to include application to the whole
range of droplets found in a typical inlet fogging spray. The
results are provided for a range of ambient psychrometric
conditions, and graphical results are provided to assist gas
turbine users in understanding the significance of droplet size
on fog system performance. This model allows the calcula-
tion of evaporative efficiency and predicts the size of non-
evaporated droplets that may enter the compressor. It also
quantifies the reduction in evaporative efficiency that natu-
rally occurs with an increase in ambient relative humidity.
While this phenomenon is intuitively clear, the model and
curves provide greater insight and a means for making prac-
tical calculations.

• Effects of fog nozzle location on fog system performance. The
position of the nozzle array in the inlet duct is an important
design consideration as it affects both the size of the initial
droplet �due to the effect of airflow� and the residence time
for the droplets in the duct prior to reaching the compressor.
This subject is discussed in detail including an example of a
typical installation.

2 Experimental Setup
In order to measure droplet sizes in conditions similar to those

found in gas turbine inlet ducts, a variable speed wind tunnel was
used, as shown in Fig. 2. A brief description of the wind tunnel is

given below, and more information regarding its configuration and
instrumentation may be found in Chaker �1,3�. Fog is generated in
the wind tunnel by forcing high-pressure, filtered and deionized
water through the small orifice nozzles. In the experimental setup,
a variable-speed-drive, positive-displacement, ceramic-plunger
pump is used to generate water pressures up to 207 bar �3000 psi�.

Droplet size measurement was done with nozzles located in the
constricted section of the duct, where the highest airflow veloci-
ties are attainable. Measurements were taken at different locations
in the spray plume using a Malvern Spraytec RTS5114 laser par-
ticle analyzer, as shown in Fig. 3. The Malvern system is based on
a laser diffraction technique �12�. This is a spatial sampling sys-
tem; consequently, it allows the sampling of a large number of
droplets instantaneously with a frequency up to 2500 Hz.

A nozzle manifold, installed at the inlet of the duct, was turned
off when measurements were taken at ambient conditions. For
measurements with a saturated airflow these nozzles were turned
on �Fig. 4� and a fog droplet filter was used, as shown in Fig. 3, to
remove any unevaporated droplets.

Droplet size measurements, as shown in Fig. 5, were taken in
the constricted portion of the wind tunnel, at different locations in
the spray plume, and at different airflow velocities.

3 Effect of Air Velocity and Humidity on Droplet Size
It is important to understand the effects of airflow velocity and

humidity on the atomization process because the nozzle manifolds
can be installed at different locations in the inlet duct �with dif-
fering air velocities� and fog systems are operated under different
ambient conditions.

In order to determine the effect of velocity, independent of air
temperature and relative humidity �RH�, studies were done result-

Fig. 1 Impaction-pin nozzle

Fig. 2 Experimental wind tunnel, 10.5 m „34.5 ft.… long and ca-
pable of velocities up to 25 mÕs „4900 ftÕmin…. Used to study
droplet kinetics and thermodynamics under conditions similar
to gas turbine inlet air ducts.

Fig. 3 Wind tunnel experimental setup

Fig. 4 Fog nozzles manifold used to create saturated air in the
wind tunnel. The use of a fog droplet filter makes it possible to
achieve an airflow with very close to 100% RH.
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ing in Fig. 6, which shows the droplet sizes in the center of the
plume and the weighted �for water flow� average across the
plume. Droplet size measurements were taken at an axial distance
of 7.6 cm �3 in.� from the nozzle. The airflow velocity varies from
0 to 15 m/s �0 to 3000 ft/min�.

From Fig. 6, it can be clearly seen that there is a significant
decrease in the measured droplet size when the velocity is in-
creased from 0 and 5 m/s �984 ft/min�. This is due to the fact that
the droplet population near the nozzle is very dense and many
collisions occur. Collisions result in droplet agglomeration. As the
air velocity is increased, droplets of different sizes �with inher-
ently different penetration velocities� are separated into different
flow paths and droplet collisions are markedly decreased. At a
higher airflow velocity, the smaller sized droplets react quickly to
the airflow and take different trajectories as compared to the larger
droplets.

To give an idea of the different response times, the largest drop-
lets, of the order of 50 microns, have a response time of less than
8 milliseconds, while droplets of 10 microns have a response time
of only about 0.3 ms. Therefore, when the difference between
droplet velocity and airflow velocity near the nozzle orifice is
around 10 m/s �1970 ft/min.� a droplet of 50 microns needs 8 cm
�3.15 in.� to adjust its velocity to the airflow velocity, while a
droplet of 10 microns needs only 3 mm �0.12 in.�.

At higher air velocities, the center-of-plume measurements be-
come much smaller than the average measurements because more
and more of the smaller droplets are pushed towards the center of
the plume, due to their faster response time.

Droplet size increases as measurements are taken farther from
the orifice �to a limit� because of droplet collisions and coales-
cence. This increase in droplet size with increasing axial distance
�Z� is shown in Fig. 7. Note that the effect of higher air velocity,
i.e., decreased droplet size due to fewer collisions, is more pro-
nounced close to the exit of the nozzle and diminishes as the axial
distance increases until it disappears, for the nozzle tested, at
around 20 cm �7.8 in.� downstream from the nozzle exit. Nozzles
which produce inherently larger droplets, or which have higher
flow rates, can have coalescence effects that continue as much as
50 cm �20 in.� downstream.

In order to experimentally quantify the effect of rapid small
droplet evaporation, measurements were taken at two airflow ve-
locities, 3 and 13 m/s �590 ft/min and 2560 ft/min�, and for two
sets of air conditions; 30°C �86°F� with 40% RH �defined as am-
bient in the chart� and 20°C �68°F� with 100% RH �defined as
saturated�.

Figure 7 shows that droplet size near the orifice is not much
affected by the psychrometric properties of the air, while the ve-
locity of the air has a dramatic effect. There is only a very small
difference in the droplet size measured in cool, saturated air �the
solid lines� where evaporation cannot occur, and the size mea-
sured in hot, dry air �the solid lines� where evaporation could
occur. On the other hand, there is a big difference between droplet
sizes at low air velocity �the dark violet lines� and at high air
velocity �the green lines.�

Note that the two sets of lines high on the chart show the Dv90
diameters, while the two sets of lines lower on the chart give the
D32 diameters. The reason for the difference in the two droplet
sizes can be understood from the definitions given in the Appen-
dix. In studying the curves, one can see that the dashed lines,
representing droplet size at nonsaturated conditions, start to fall
away from the solid lines, representing droplet size with dry air
conditions, as the fog moves away from the nozzle orifice. This
shows the very small effect of evaporation.

4 Effect of Plume Shape on Droplet Size

4.1 Pin Dislocation and Droplet Size. Concern has been
voiced that the dislocation of the impaction pin could cause dete-
rioration in the plume shape and that this might result in an in-
crease in the size of droplets produced by the nozzles. First, it
should be noted that dislocation of the impaction pin nozzle is not
easily accomplished due to its structural strength. The pin can be
deflected only by striking it a blow with a hard object or by the

Fig. 5 Droplet size measurement in the wind tunnel

Fig. 6 Variation of the droplets size as a function of airflow
velocity; measurement were taken at 30°C and 40% RH and at
7.6 cm from the nozzle orifice

Fig. 7 Effect of ambient humidity on droplet size at different
axial distances from the nozzle at 138 bar „2000 psi… pressure
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use of pliers. It is not possible to distort the pins by hand.4 During
installation, the nozzles are protected with plastic caps that are
removed only after all work of installation has been finished and
the system is ready for operation. The nozzles are unlikely to be
damaged thereafter, as they are located inside the inlet duct.

In order to understand and quantify the effect of pin dislocation,
a nozzle’s impaction pin was physically bent using pliers so that
the nozzle would produce a distorted spray plume, as shown in
Fig. 8. The photograph clearly shows that the fog in the upper part
of the plume is denser than in the lower sector. Detailed measure-
ments of droplet size were then taken in the distorted plume. The
nozzle was rotated, in increments of 45 deg, so as to characterize
the droplet size in the plume in all directions.

Droplet tests were done at two airflow velocities and at 1.3 cm
�0.5 in.� from the nozzle orifice. Results given in Fig. 9 show that
even though the plume looks distorted, the droplet diameter sizes
�D32 and Dv90� are remarkably constant. Results for measure-
ments taken at 7.6 cm �3 in.� away from the nozzle orifice, as
given in Fig. 10, also show minimal scatter, about 2 microns.
These tests indicate that as long as the impaction pin is above the
orifice, even in a noncentered position, the nozzle characteristics
do not change significantly. Furthermore, nozzles with highly dis-
torted spray plumes are easily found and replaced during system
startup or periodic inspections.

By comparing droplet sizes of the undamaged nozzle shown in
Fig. 7 and the distorted plume nozzle shown in Fig. 9 and Fig. 10,
one can see that at both distances from the nozzle orifice the
measured diameters are essentially the same.

4.2 Creation of the Nozzle Spray Plume. The shape of the
fog plume created by the impaction pin nozzle at different oper-
ating pressures was studied in this set of experiments. Close-up,
high-speed photographs of the nozzle spray plumes �Figs. 12 and
13� were taken in order to better understand plume formation and
atomization process. With the impaction-pin nozzle, water is
forced through a short, smooth orifice and hits the impaction pin
at a velocity that depends on the applied pressure. At 138 bar
�2000 psi� the water jet exits the orifice at a velocity of about 160
m/s �525 ft/s�. A properly designed impaction pin nozzle splits the
water jet when it impinges on the sharp tip of the pin, and a thin,
conically shaped sheet of water is formed. �A poorly designed
impaction pin does not form a sheet and produces larger droplets.�
The water sheet thins as it expands, then breaks apart into small
droplets. Breakup occurs when the aerodynamic forces, which re-
sult from turbulence caused by the extremely high velocity of the
sheet, overcome the surface tension of the water.

At low operating pressure, surface tension causes the conical
sheet to begin to close up. This phenomenon can be seen in Fig.
12�b�, where the operating pressure is 34 bar �500 psi�. At very
low pressures, the sheet closes back on itself and forms a hollow,
bulb-shaped structure. As pressure is increased, the momentum of
the sheet forces it to open up until it thins to a point where surface
tension eventually rips it apart. This results in the formation of
fingers or ligaments of water, which then break apart to form
small droplets. Finger or ligament formation can be clearly seen in
Fig. 12�a�. At pressures higher than about 103 bar �1500 psi�, Fig.
12�c� for instance, finger or ligament formation is no longer
visible.

4.3 Droplet Formation and the Weber Number. The We-
ber number is a dimensionless number that is helpful for under-
standing and predicting sheet or droplet breakup caused by aero-
dynamic forces. The Weber number is the ratio of aerodynamic
forces to surface tension forces, and is given by the equation

We�
�aVrel

2 Dd

�w
.

When the Weber number exceeds about 13 �13�, the forces of
aerodynamic turbulence overcome the force of water tension and
breakup occurs. In theory, the mean droplet size produced is esti-

4An axial force of about 200 lbs would result in breakage. Fatigue tests indicate
that the pin would have to be distorted back and forth by 120 deg 8 times before
failure.

Fig. 8 Distorted spray plume caused by intentional bending of
the impaction pin, 138 bar „2000 psi… operating pressure

Fig. 9 Droplet size at different rotational angles for the
distorted-plume nozzle measured at 1.3 cm „0.5 in.… from the
nozzle. Operating pressure is 138 bar „2000 psi….

Fig. 10 Droplet size at different rotational angles for the
distorted-plume nozzle measured at 7.6 cm „3 in.… from the
nozzle. Operating pressure is 138 bar „2000 psi….
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mated to be proportional to the square root of the sheet thickness
at the point of breakup �14�. For a given nozzle, increasing the
operating pressure increases the sheet velocity so that the point at
which sheet breakup occurs moves closer to the tip of the pin.
This effect is shown in Fig. 11, which was plotted using measure-
ments taken from the photos in Figs. 12 and 13.

The conical sheet formed by the impaction-pin nozzle expands
and slows as it moves through the air. The thickness of the sheet is
a function of the orifice and pin geometry and, in the absence of
drag, would be proportional to the inverse square of the distance
from the point of the impaction pin. In the real world, drag acts to
increase sheet thickness, or keep it about the same, by causing the
sheet flow to back up on itself.

As mentioned above, a thinner sheet will produce smaller drop-
lets, all other things being equal. When operating pressure is in-
creased the point of atomization moves closer to the orifice but the
cone angle also increases. At this new point of atomization the
sheet is probably actually thinner so that smaller droplets are pro-
duced. This agrees with our empirical data, which show smaller
droplets and higher flow rates for increasing operating pressure.

The Weber number seems to approximately apply to the sheet
breakup for the nozzle being discussed. If we assume demineral-
ized water at normal ambient temperature and standard atmo-
spheric air, then the term �a /�w is equal to about 17.36. If we
assume the sheet velocity is about 100 m/s �328 ft/s� at the point
of atomization �i.e., we assume that it has slowed considerably
from its initial velocity of 160 m/s� and assume a sheet thickness
as 75 microns �75�10�6 m� �i.e., assume it has not thinned�, then
we get a Weber number of 13. In fact, any combination of sheet
velocity and thickness, the product of which is equal to 0.75, will
yield a Weber number of about 13. But, since we know the veloc-
ity didn’t increase and we know the sheet thickness is of the order
of 75 microns, we can approximately determine the Weber
number.

The Sauter mean diameter �SMD or D32� of a fog spray is
reported to be approximately equal to the square root of the thick-
ness of the sheet at breakup. Using the laser particle analyzer
described above, the SMD for this nozzle was found to be about 9
microns. In the above approximation we assumed a sheet thick-
ness of 75 microns, at 138 bar �2000 psi�. The square root of 75 is
8.6, which shows a surprising degree of agreement with the mea-
sured values. Confirming these approximations will be the subject
of future research at Mee Industries.

5 Nozzle Sprinkle and Pin Shading Effects
When operating pressure is low, the impaction-pin nozzle may

exhibit large droplet formation, which we call sprinkle. A detailed
study of large-droplet formation was conducted and results are

given here. Sprinkle occurs when the conical water sheet contacts
the wider portion of the impaction pin. Airflow or gravity eventu-
ally strips these very large droplets off the pin, and they are bro-
ken up by collision with the high velocity spray plume.

Sprinkle formation can be seen in the photos in Fig. 12, which
shows spray plumes generated at operating pressures ranging from
34 to 103 bar �500 to 1500 psi�. One can see that the size of drops

Fig. 11 Cone angle, height, and width of the conical water
sheet at the point of atomization

Fig. 12 Sprinkle effect from a standard Mee nozzle at operat-
ing pressures from 34 to 103 bar „500 to 1500 psi…. The views
are facing the impaction pin. Note how sprinkle lessens with
increasing operating pressure.
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emitted from the pin decreases significantly and becomes almost
invisible at the higher pressures. Looking at Fig. 13, we see
that, at 138 bar �2000 psi�, sprinkle formation has completely
disappeared.

The quantity of water emitted from the pin as larger droplets
�sprinkle� was estimated at an operating pressure of 34 bar �500

psi� by estimating the size of the droplets and counting the rate of
formation. It was observed that droplets of about 2 mm were
produced at the rate of about 1 per second, which equates to about
0.3% of the total mass flow of the nozzle. The 2 mm droplets
shatter when they are ejected into the vigorous spray plume, and
smaller droplets are formed. The laser particle analyzer is capable
of measuring droplets up to 400 microns, with its current lens
configuration, but since the mass flow is so low the large-droplet
data have only a negligible effect on the measured droplet size.

During nozzle testing in the wind tunnel it was noticed that
swirl jet nozzles also produce sprinkle. The lower exit velocity of
the swirl jet nozzles results in some very small droplets being
recirculated back to the face of the nozzle, where they agglomer-
ate and eventually form a large droplet. When this droplet reaches
a critical size it falls off the nozzle or is suctioned back into the
spray plume, where it is shattered into smaller droplets. This mode
of sprinkle occurs even at the higher operating pressures. No at-
tempt was made to quantify the amount of sprinkle from a swirl
jet nozzle, but it is probably also a statistically insignificant
amount. It was also noted that impaction-pin nozzles other than
the Mee nozzle, which do not have good sheet formation, produce
sprinkle even at high operating pressures.

In the typical operating range for impaction-pin nozzles, which
is 140 to 210 bar �2000 to 3000 psi�, the sprinkle effect either goes
away completely or is too small to be visible. This is because at
higher operating pressures the point of atomization occurs before
the water sheet reaches the pin and the fog droplets are small
enough to follow the flow lines around the pin.

Our conclusion is that sprinkle from impaction-pin nozzles is
either nonexistent or insignificant at normal operating pressures.

6 Droplet Heat and Mass Transfer Model
Before trying to understand the complex properties and behav-

ior of the whole mass of fog droplets emitted from the nozzle, it is
helpful to study the properties and behavior of individual droplets.
This understanding can then be extended to study the interaction
between a single droplet and the other droplets and their interac-
tion with the carrying phase �air�. The study of an isolated droplet
is first treated using the classical assumption of spherical symme-
try for both the liquid droplet and the surrounding air. The behav-
ior of a single droplet injected into the airflow will first be ana-
lyzed, then a study of the effect of the velocity on droplet
thermodynamics and trajectory will be done.

A numerical model of droplet behavior was developed �Chaker
et al. �1��. This model works in iterative manner and provides the
transient behavior of fog droplets in terms of the droplet diameter,
change in relative humidity, and temperature and time to attain
saturation. The iterations stop (I�Imax) when the air in the volume
around the droplet within active radius �RA� becomes saturated or
when the droplet evaporates completely. The process is shown in
the flow chart of Fig. 14.

The model makes a quantitative analysis of fog droplet behav-
ior in gas turbine inlet ducts possible. As soon as a droplet touches
the air, and if the vapor pressure near the droplet surface is higher
than the vapor pressure of the air far from the droplet �i.e., the
droplet is in unsaturated air�, evaporation of the droplet starts to
occur. In order to balance the evaporation �mass transfer�, the
droplet has to lose a quantity of energy �heat transfer�, which
reduces the temperature of the droplet and of the air surrounding
it. Depending on the droplet relative velocity, either natural or
forced convection will occur. Natural convection occurs when the
relative velocity of a droplet compared to the surrounding air is
zero, and forced convection occurs when a relative velocity dif-
ferential exists.

The effect of velocity on evaporation is not significant in our
conditions �the effect is less than 10% for 50 microns droplet and
further decreases when the droplet size diminishes� because the
droplets are very small and their response time, in our experimen-

Fig. 13 Standard Mee nozzle spray plumes at operating pres-
sures from 138 to 207 bar „2000 to 3000 psi…. Note the absence
of larger droplets „sprinkle… at these operating pressures. One
can also clearly see that the atomization process begins well
before the conical water sheet contacts the support side of the
impaction pin.
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tal conditions, is lower than 10 ms �3�. This means that the use of
the single droplet model gives a good estimation of the behavior
of all the droplets in the duct.

6.1 Model Results and Discussion. The basic model was
described in detail in Chaker et al. �1� and it has now been ex-
tended so it may be applied to the entire distribution of droplets.
The droplet size distributions collected by the laser particle ana-
lyzer typically have 30 to 40 classes of droplet size. By calculat-
ing the evaporation time of each size class, it is possible to calcu-
late the evaporation efficiency of the entire distribution. The basic
procedure is as follows: First, we insert into the model the volume
percentage of all the size classes and other initial data such as
droplet temperature and the psychrometric parameters of the air.
Second, we calculate the evaporation rate of each size class and
then, by multiplying each class by the percentage of the volume of
water evaporated, we calculate the new initial conditions and it-
eratively reinsert them in the model, until the final solution is
derived.

The results are shown in Figs. 15, 16, and 17, which are dis-
cussed in detail below. Taking into account the different ambient
psychrometric conditions that may typically exist with inlet air
cooling in different climate zones, based on analysis done by
Chaker et al. �15,16�, three initial ambient conditions have been
considered:

• 45°C �113°F� and 5% RH: Hot and dry �HD� desert weather
conditions with evaporative cooling potential of 26°C �47°F�;

• 30°C �86°F� and 55% RH: Typical temperate climate summer
condition with cooling potential of 8°C �14.4°F�;

• 15°C �59°F� and 80% RH: Cold and humid �CH� weather
conditions with 2°C �3.6°F� of cooling potential.

6.1.1 Discussion of Evaporation Dynamics for Single Drop-
lets. A set of curves that shows the behavior of individual fog
droplets at the three different initial ambient conditions are given
in Fig. 15 �note that Tai, and RHi, refer to the initial air tempera-

ture and relative humidity, respectively�. In the charts on the left
side of the figure �a�, �c�, and �e�, the abscissa is the initial droplet
diameter (Ddi) and the ordinate provides the time required to
reach the humidity level given by the different curves.

In the charts shown on the right side �b�, �d�, and �f�, the ab-
scissa is again the initial droplet size and the ordinate is the drop-
let diameter at the point in time when the humidity given in the
different curves is reached. The curves give an understanding of
fog droplet evaporation as noted in the observations ahead:

• In examining Fig. 15�a�, let us consider an initial droplet size
of 20 microns. We enter the abscissa at 20, move upwards to
an RH of 95% and find, on the ordinate, that reaching this RH
took about 1.1 seconds. Moving to Fig. 15�b�, and entering
the abscissa, again at 20 microns, we move up to the 95% RH
curve and, reading from the ordinate, we note that the droplet
evaporated down to a diameter of about 4 microns.

• Doing the same exercise with Fig. 15�c� we see that with
cooler and moister ambient conditions the time required to
attain 95% RH with a 20-micron droplet increases to about 2
seconds. And, moving to Fig. 15�d� we see that evaporation
to 95% RH reduced the 20-micron droplet to just 9 microns.

• In examining charts we see the critical importance of droplet
diameter. For example, if we start with droplets of 40 mi-
crons, and assume that we have only 1 s residence time be-
fore the droplet reaches the compressor �typical for an inlet
fogging system�, we see that the relative humidity has been
increased only to 60% and the remaining droplet is still more
than 30 microns in diameter. Obviously an inlet fogging sys-
tem that produced droplets in the 40-micron range would not
be very efficient and would introduce large droplets to the
compressor.

• We can see that ambient conditions play a major role in speed
of evaporation. With typical summertime conditions for a
temperate climate �Figs. 15�c� and �d��, the time required to
reach 95% relative humidity increases to 2 s and the remain-
ing droplet is 9 microns. Contrast these values with the values
for the desert climate, given in the example above, where
they were 1.1 s and 4 microns.

6.1.2 Discussion of Evaporation Efficiency for Entire Spray
The volume frequency and cumulative volume for two initial am-
bient cases of 45°C �113°F� with 5% RH and 15°C �59°F� with
80% RH are shown in Figs. 16 and 17, respectively. These charts
are based on a 1 s residence time, as that is typical for gas turbine
inlet ducts. The charts were constructed using the curves of Fig.
15 and computing the evaporative efficiency for each different
class of droplet sizes. This allows a determination of the evapo-
rated water and nonevaporated water that would be expected from
fog systems. Between 30 and 40 classes of droplet diameter were
considered, depending on the range of droplet size distribution.

The most important quantitative factors for the fog spray are the
surface area of water exposed for evaporation �which affects the
evaporative cooling efficiency of the spray� and the size of the
largest droplets �which affects the potential for compressor blade
distress as well as giving an indication of the amount of water that
will fall out in the duct� �2,3�. Given the above, the SMD, which
is equal to the volume-to-surface-area ratio of the entire spray, and
the Dv90 numbers are of primary importance. However, the pres-
ence of a large number of small droplets, which can represent a
negligibly small quantity of injected water, can significantly re-
duce the D32 value. Since the total mass of small droplets is
insignificant for the cooling process, using SMD alone can be
misleading. When comparing two different nozzles it is best to use
Dv90.

DV90 is relatively unaffected by numerically large populations
of small droplets, which may represent a very small collective
mass. Therefore, Dv90 was used to select typical droplet size
distributions to characterize the evaporation efficiency of injected
water droplets.

Fig. 14 Computational model for droplet evaporation
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In Figs. 16 and 17, data have been provided for three different
fog droplet distributions with Dv90 diameters of about 18, 28, and
46 microns. These distributions were chosen as being representa-

tive of nozzles that have been applied for inlet fogging �the 18-
micron distribution being representative of that produced by Mee
nozzles at 138 bar, or 2000 psi�.

Fig. 15 Evaporation curves for single droplets showing residence time requirements, ending RH, and final droplet sizes for
three ambient conditions
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In Figs. 16�a� and �b�, the initial Dv90 diameter is 18.5 mi-
crons; it can be seen that the total injected water �the blue line�
and the evaporated water �the red line� follow the same curve, and
therefore the nonevaporated water �the green line� is at zero. In
Figs. 16�c� and �d� with a Dv90 of 28.1 microns, we see that there

is some separation of the blue and red lines. In Fig. 16�d�, we see
that the evaporated water curve never reaches more than 95%, so
the unevaporated water is about 5%. The remaining spray has a
Dv90 size of up to 39 microns. The reason for the increase in
Dv90 �from 28 to 39 microns in this case� is the fact that the

Fig. 16 Volume distributions showing total injected water, unevaporated water, and evaporated water for ambient conditions
of 45°C (113°F) with 5% RH and one second residence time. The curves on the left „a, c, and e… show the volume frequency, and
curves on the right „b, d, and f… provide cumulative volume.
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smaller droplets evaporate to zero, while the largest droplets get
only slightly smaller. Figures 16�e� and �f� shows a Dv90 of 46.2
microns; the unevaporated water increases to 14% and the Dv90
size of the nonevaporated droplets is as high as 59 microns.

Figure 17 is similar to Fig. 16 except that the initial psychro-
metric conditions are much cooled and moister. The picture
changes significantly. In examining Fig. 17�a�, we see that the
majority of the unevaporated water �the green line� consists of

droplet sizes between 10 and 30 microns and the maximum vol-
ume percentage of unevaporated droplets is in the 17-micron size
class. In looking at Fig. 17�b�, one can see that 25% of the water
did not evaporate. This is very interesting when viewed in com-
parison with the hot and dry climate conditions �Figs. 16�a� and
�b��, where all the fog evaporated. Looking at the graphs of Figs.
17�c� and �e�, where the initial droplet size is 46 microns, we see

Fig. 17 Volume distributions showing injected water, unevaporated water, and evaporated water for ambient conditions of
15°C (59°F) with 80% RH and one second residence time. The curves on the left „a, c, and e… show the volume frequency and
curves on the right „b, d, and f… provide cumulative volume.
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that the amount of nonevaporated water increases significantly �to
almost 70%�, as does the maximum final droplet size �80
microns�.

It is important to note here that the size of unevaporated drop-
lets for a Dv90 distribution of 18.1 microns varies between 10 and
30 microns, while this number increases to between 10 and 50
microns for a Dv90 distribution of 28.1 microns and reaches a
value between 10 and 80 microns for a Dv90 distribution of 46.2
microns. In addition to the decrease in evaporation efficiency the
considerably higher Dv90 may also have a negative impact on
compressor blade life.

7 Considerations Relating to Positioning of Nozzle
Manifolds

The position of the nozzle’s manifold in the duct should be
chosen with care. In general, there are three positions in the gas
turbine duct where nozzle manifolds could be installed.

• Close to the inlet filter housing where the airflow velocity is
around 2.5 m/s �500 fpm�; this position is commonly used for
evaporative fogging applications.

• After the silencer where the velocity is around 12.7 m/s �2500
fpm�. This position is used for evaporative fogging and for
combined overspray fogging.

• In the duct close to the axial compressor inlet, which is the
typical overspray installation, where the residence time will
be of the order of 0.2 s. The velocity here would also be close
to 12.7 m/s �2500 fpm�.

Installing the fog manifold close to the inlet filter housing, the
airflow velocity is low, leads to longer residence time and, there-
fore, better evaporative cooling efficiency. However, the fog spray
is poly-dispersed so the penetration velocity of the bigger droplets
emitted from the nozzle orifice is higher than the penetration ve-
locity of the smaller ones and, consequently, droplet collision and
coalescence occurs.

By installing the nozzle manifold after the silencer, the coales-
cence effect is reduced significantly due to the fast response time
of the smallest droplets to the high airflow velocity. Large and
small droplets are separated into different flow paths and colli-
sions are greatly reduced. The higher Weber number may also
lead to secondary droplet breakup. A typical nozzle that produces
a Dv90 of 25 microns at the lower velocity of the air-filter house
will produce a Dv90 of 20 microns in the higher air velocity that
exists after the silencer. By installing the nozzle’s manifold after
the silencer, however, the residence time of the droplets in the
duct is typically reduced from 1 s to just 0.3 s.

Given the above, the position of the nozzle manifold in the duct
should be chosen by taking into account the trade-off of droplet
size and residence time in the duct. Since all the droplets are small
enough to quickly take the velocity of the airflow, the effect of the
velocity itself on the evaporation rate is negligible. In cases where
maximum evaporation efficiency, minimum fallout, and no over-
spray are desired, locating the nozzles in the filter house will
almost always be the better option.

An example is provided here for a hypothetical gas turbine with
a mass flow rate of 500 Kg/s, with ambient psychrometric condi-
tions of 30°C �86°F� and 20% RH and with a fog injection rate of
5 kg/s. Only 3 kg/s of water are required to saturate the 500 kg/s
airflow, so the remaining 2 kg/s of water �0.4% of total airflow�
becomes overspray.

By using the droplet size distributions measured at 2.5 m/s
�filter-house velocity� and 12.7 m/s �duct velocity�, calculations
were made to determine the quantity of water that will be evapo-
rated within 1.2 s �for the 2.5 m/s distribution� and 0.2 s �for the
12.7 m/s distribution�.

The results for a residence time of 1.2 s are shown in Figs. 18
and 19. In looking at Fig. 18, the unevaporated water has droplet
distribution sizes of 18–40 microns. The unevaporated water

�overspray� will reach about 5% of the total injected fog, as can be
seen in Fig. 19. The evaporation efficiency �using the active radius
approach� after 1.2 s, with ambient conditions of 30°C �86°F� and
20% RH and using the size distribution measured at 2.5 m/s, is
94.4% �red curve in Fig. 19�. The Dv90 as can be seen from Fig.
19 is 25 microns.

The corresponding figures for a shorter residence time of 0.2 s
are shown in Figs. 20 and 21. The evaporation efficiency after 0.2
s, using the size distribution measured at 12.7 m/s, drops to 77.3%
as shown in Fig. 21. The amount of unevaporated water is ap-
proximately 22% and the Dv90 is 20 microns.

In these conditions, the installation of the nozzle’s manifold in
the inlet filter housing leads to a better evaporation efficiency
�94.4%� compared to the second position close to the axial com-
pressor inlet with an evaporation efficiency of 77%.

By injecting 5 kg/s �0.4% overspray�, it is clear that we can
reach saturation in both cases �0.94*5�4.7 kg/s in the first case,
and 0.77*5�3.9 kg/s in the second case� and only 3 kg/s is re-
quired to reach saturation. Therefore, the wet bulb temperature is
reached in both cases.

7.1 Generalized Curve for Evaporative Efficiency. In or-

Fig. 18 Volume frequency of droplets from nozzles located in
a low velocity region „filter house…. Residence time is 1.2 s.

Fig. 19 Cumulative volume frequency of droplets from
nozzles located in the low velocity region „filter house…. Resi-
dence time is 1.2 s. Evaporation efficiency is 94.4%.
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der to generalize the results showing evaporative efficiency and
residence time, Fig. 22 has been constructed. Two sets of climate
conditions have been considered defined as:

• Hot and dry �HD�—top three solid curves.
• Cold and humid �CH�—lower three dotted curves.

Considering a residence time of 1 s and assuming a hot and dry
day, the evaporative efficiencies will range between 85% and
about 100% for sprays with a Dv90 ranging from 18–46 microns.
Even on a cold and humid day, this would hold true for Dv90 of
18.5 microns, while the evaporation efficiency decreases to
around 32% for a Dv90 of 46.2 microns.

7.2 Experimental Verification of the Evaporative Effi-
ciency Model. Experimental testing was conducted in the wind
tunnel to validate the results of the theoretical evaporation effi-
ciency model. The results of this are shown in Fig. 23. In this
figure, the solid blue line is the evaporation efficiency predicted
by the model and the experimental test points are also provided. It
can be seen that there is a close correlation between the results
predicted by the evaporation model �1� and the experimental re-
sults from experiments conducted in the wind tunnel at different
airflow velocity and ambient conditions.

In examining the fit between the predictive model and the ac-
tual test results, it can be seen that the model slightly underpre-
dicts evaporative efficiency at the lower residence time �for ex-
ample the data point around 0.4 s residence time�. The model
slightly underpredicts efficiency for residence times ranging from
0.9–1.5 s. The reason for this is that the model assumes that each
drop has the required volume to saturate the air around it but, in
reality, this is not the case. Close to the nozzle the droplet popu-
lation is very dense and also there will be some regions of un-
treated air between the nozzles. Therefore, the model tends to
overestimate the evaporative efficiency for very short residence
times. As the residence times increase, the small droplets tend to
evaporate faster, thus increasing the relative humidity and making
evaporation of the larger droplets more difficult. It is important to
note that the deviations are exceedingly small; however, a physi-
cal explanation has been provided to understand the reasons for
the deviation. Work is underway to extend the model further to
incorporate these factors.

This model was verified using experimental data from a wind
tunnel. The experiments were done without the presence of a si-
lencer or any other obstructions such as trash screen or heating
tubes. In real gas turbine ducts, the impact of large droplets with

Fig. 20 Volume frequency of droplets for nozzle located in the
high velocity region of the duct „after silencers…. Residence
time is 0.2 s.

Fig. 21 Cumulative volume frequency of droplets from
nozzles located in the high velocity region „after the silencers….
Residence time is 0.2 s. Evaporation efficiency is 77%.

Fig. 22 Summary curve showing evaporative efficiency for a
range of residence times and Dv90 droplet sizes

Fig. 23 Correlation between theoretical model prediction and
experimental data
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these obstructions may lead to a decrease in evaporation effi-
ciency and an increase of the Dv90 of the nonevaporated fog
droplets. Due to the large variations of geometry of gas turbine
inlet configurations, it is not practical to simulate them all. Each
configuration needs to be treated on a case-by-case basis. The
model extension planned will incorporate these effects.

Depending on the inlet duct geometry, the airflow velocity may
vary between the different regions in the inlet duct �17�, and the
fog nozzle should, therefore, be distributed in such a way to take
into account this difference in airflow velocity. Such distributions
will aid mixing and reduce temperature deformation at the com-
pressor inlet.

8 Conclusions
This paper has provided the results of extensive experimental

and theoretical studies conducted on impaction-pin fog nozzles
used for gas turbine inlet air fogging and the dynamics of inlet
fogging in general. It has been shown that inlet fogging nozzles
produce smaller droplets at higher airflow velocities but that am-
bient humidity levels do not significantly affect droplet size, when
measurements are taken within about 20 cm �7.9 in.� of the orifice.
Droplet size tests were performed on nozzle with intentionally
dislocated impaction pins, and it is shown that, unless gross
impaction-pin dislocations are made, the droplet size remains es-
sentially the same. The phenomenon of large-droplet generation
�sprinkle� from both impaction-pin and swirl jet nozzles has been
examined and in has been shown that, for the Mee impaction-pin
nozzle, sprinkle goes away at the higher operating pressures and
does not significantly impact fog system performance or opera-
tional safety. An improved numerical model for predicting fog
evaporation rates is presented along with discussion and curves
for different initial conditions. The curves make it possible to
quantitatively analyze different fog sprays under various ambient
climate conditions. The given data are applied to a discussion of
the ideal location of fog nozzles in the gas turbine intake air duct
and the effect that a particular location will have on the evapora-
tive efficiency of the fog system, as well as the droplet size of fog
that may enter the compressor. Experimental results for evapora-
tion time were found to be compatible, within the range of experi-
mental uncertainty, with the predictions obtained by the numerical
model.

Nomenclature

Cpa � specific heat of air �J•kg�1
•°C�1�

Cpd � specific heat of water �J•kg�1
•°C�1�

D32 � Sauter mean diameter �microns�
Dd � droplet diameter �microns�

Dfa � mass coefficient of diffusion for air �m2
•s�1�

Dfmass � coefficient of mass diffusion �m•s�1�
Dv90 � is a diameter for which 90% of the water volume in

the spray is less than or equal to �microns�
hcv � coefficient of thermal convective exchange

�W•m�1
•°C�1�

I � iteration in the evaporation dynamics model
Lv � latent heat of vaporization of water �J•Kg�1�
Pa � atmospheric pressure �Pa�

Pvw � vapor pressure at the interface droplet-air �Pa�
RA � active radius �microns�
RH � relative humidity �%�
Sd � droplet surface �m2�
Ta � temperature of air �°C�
Td � droplet temperature �°C�

Vrel � droplet relative velocity �m•s�1�
We � Weber number

Greek

�a � thermal conductivity, air �W•m�1
•°C�1�

�a � dynamic viscosity, air �kg•m�1
•s�1�

�a � density, air �kg•m�3�
�w � water surface tension �N•m�1�
	ev � evaporation efficiency �%�

T � temperature difference �°C�

Subscripts

a � air
d � droplet
t � time
i � initial

Appendix
Definitions of droplet diameters used in gas turbine inlet fog-

ging applications and some parameters used in the paper:

• Dv90 is a diameter for which 90% of the water volume in the
spray is less than or equal to. A small value of this number
indicates that a very small number of larger droplets is
present. A small Dv90 minimizes the potential for impaction
on obstructions and droplet fallout due to gravity �both of
which reduce water pooling on the duct floor� and reduces the
potential for compressor blade distress.

• Sauter mean diameter (SMD or D32) is the diameter of a
hypothetical droplet whose ratio of volume to surface area is
equal to that of the entire spray. Since it deals with surface
area, Sauter mean diameter is a good way to describe a spray
that is used for processes involving evaporation. To enhance
droplet evaporation, one has to maximize the active surface
area and minimize the internal volume of the droplet; thus,
the lower the Sauter mean diameter, the more rapid the
evaporation process.

• Evaporation efficiency. This is the percent of quantity of wa-
ter evaporated compared to the total quantity of injected
water.

• Cumulative volume frequency of droplets. This is the total
volume of spray contained in droplets below a given
diameter.

• Active radius RA is the volume around the droplet for which
saturation conditions are calculated.
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Flow Stability of Heat Recovery
Steam Generators
This paper presents the results of theoretical flow stability analyses of two different types
of natural circulation heat recovery steam generators (HRSG)—a two-drum steam
generator—and a HRSG with a horizontal tube bank. The investigation shows the influ-
ence of the boiler geometry on the flow stability of the steam generators. For the two-
drum boiler, the steady-state instability, namely, a reversed flow, is analyzed. Initial
results of the investigation for the HRSG with a horizontal tube bank are also presented.
In this case, the dynamic flow instability of density wave oscillations is analyzed.
�DOI: 10.1115/1.2179469�

Introduction

Steam generators with natural circulation have a wide range of
applications, such as industrial heating processes or power cycles.
Many of these natural circulation processes use the waste heat of
gas turbines. In these so-called combined power cycles, the steam
generator is arranged behind the gas turbine. Modern gas turbines
for combined cycles are highly flexible in their mode of operation,
i.e., concerning rates of startup, load change, and shutdown. Heat
recovery steam generators �HRSG� arranged downstream of the
gas turbine are forced to operate in such a way, that the gas tur-
bine operation is not restricted by them. Therefore, they should be
designed for a high cycling capability. Advantages of HRSGs with
natural circulation evaporators are the reduced investment, main-
tenance, and operation costs due to the absence of a circulation
pump.

HRSGs can be designed with vertical or horizontal tubes. The
typical design of the circulation system of a natural circulation
steam generator includes unequally heated tubes that are con-
nected by headers with heated or unheated downcomers. Experi-
ence has shown that the most critical operational mode of a natu-
ral circulation HRSG is a hot startup or a heavy load change. In
such cases, stagnation and/or reverse flow of the working fluid can
occur. This type of flow condition is characterized as a static or
steady-state instability. Criteria for the prediction of static insta-
bilities were first presented by Ledinegg �1�. An overview and a
classification of static and also dynamic instabilities in natural and
forced circulation systems were presented by Bouré et al. �2�.

A variety of computer codes have been written that deal with
the evaluation of the static behavior of steam generators. As such,
this performance characteristic has become a standard procedure
in the design of many new natural circulation boilers. As a result
of such calculations, the mass flow distribution of the working
medium in the tube network, as well as other detailed information,
such as density, pressure, and temperature, are available. The first
part of the paper presents the results of a steady-state stability
analysis based on a simple model of a natural circulation steam
generator.

Figure 1 depicts a model of a natural circulation system. The
boiler consists of a drum, an unheated downcomer, a lower header
and two riser systems with unequally heated sections. The tubes of
the two riser systems are all connected to the drum. The drum

pressure of the boiler is 80 bars. It can be shown that for such a
system, the number of stable solutions depends on the number of
branches of the tube network.

Figure 2 shows the results of a steady state stability analysis for
the circulation system shown in Fig. 1. The vertical axis of Fig. 2
represents the mass flow in heated riser system 1 ṁ1 �i.e., the
system that is exposed to a lower heat flux as riser system 2�; the
horizontal coordinates represent the heat flux for the two different
heated riser systems.

In Fig. 2, the gray-shaded surface defines the area of possible
mass flow rates ṁ1 of the working fluid dependent on the heat flux
to that is applied to both riser systems. For example, it can be seen
that for a constant heat flux for the higher heated riser system 2 of
q̇2=320 kW/m2 and a decreasing value of heat flux for the lower
heated riser system 1, only one solution �e.g., V=2, point B� with
upward flow in both riser systems exists if the heat absorption
ratio V is smaller than 7 �point A�.

The heat absorption ratio V is defined as

V =
q̇2

q̇1

�1�

With increasing heat absorption ratios �values higher than 7�, such
operational conditions for the boiler lead to additional solutions
for the circulation distribution of the working medium. For such
conditions, three solutions for the mass flow distribution can be
found �see Fig. 2, V=10, points C, D, E�. Two of them are stable
�points C and E�, while the third solution is unstable �point D�.
The two stable solutions are upward and downward �reverse� flow
of the working fluid in the lower heated riser system 1.

The shape of the water circulation surface depends on the ge-
ometry of the boiler bank and the overall heating conditions im-
posed on the boiler. Accordingly, each situation and boiler con-
figuration must be analyzed separately. Static analysis
methodology can only determine if flow reversal is possible under
steady state conditions. But this procedure is not able to predict
whether flow reversal actually occurs.

Additional information regarding the results of a stability analy-
sis to prevent reverse flow under hot startup conditions for the
natural circulation system shown in Fig. 1 are presented in a sepa-
rate paper �see �3��.

Density wave oscillations �DWO� are the most frequently ob-
served type of the dynamic instabilities. The DWO is character-
ized by large amplitudes and a nearly sinusoidal period. A density
wave oscillation is a low-frequency oscillation of the mass flow
where the period is approximately between one and two multiples
of the time required for a fluid particle to pass through the tube or
channel. The oscillation of the pressure and the mass flux are in
phase. For further information about this type of instability, see
Ref. �2� or �4�.
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The following sections of this paper present the results of the-
oretical dynamic stability analysis for different HRSG designs.
These studies incorporate the influence of the boiler geometry.
These investigations were carried out for a two-drum HRSG and a
HRSG with a horizontal tube bank at low pressure. Both steam
generators are natural circulation boilers. The mathematical boiler
model described below was used for all investigations.

Mathematical Modeling and Numerical Method
The computer program DBS

1 used in these evaluations was de-
signed to analyze the dynamic behavior of steam generators, es-
pecially natural circulation HRSGs. In the following, a short de-
scription of the mathematical model for the tubes and the header
�the so-called tube-header model� will be given.

Model of Fluid Flow in the Tube. The mass flow in the tubes
of a steam generator can be assumed to be one-dimensional, as the
length of the tubes is much greater compared to their diameter.
For the model under consideration, the topology of the tube net-
work, the number of parallel tubes, the geometry in terms of outer
diameter and wall thickness of the tubes, the fin geometry, and the
dimensions of the gas ducts are necessary. Furthermore, the ther-
modynamic data, such as mass flow, pressure, and temperature, of
the heat exchanging streams are used as input data.

The mathematical model �5� for the working medium is one-
dimensional in flow direction, uses a homogeneous equilibrium
model for two-phase flow, and applies a correction factor for the
two-phase pressure loss according to Friedel �6�. For a straight
tube with constant cross section, the governing equations in flow
direction are written for the mass and momentum conservation of
the fluid

��

�t
+

��w

�x
= 0 �2�

��w

�t
+

��ww

�x
= −

�p

�x
− �gx + � �p

�x
�

friction
�3�

The density � and the velocity w are averaged values over the
cross section of the tube.

Considering the fluid flow in steam boilers, the thermal energy
is much higher than the kinetic and the potential energy as well as
the expansion work. Therefore, the balance equation for the ther-
mal energy can be simplified to

��h

�t
+

��hw

�x
= q̇

U

A
�4�

The heat exchange between the fluid and the tube wall is governed
by Newton’s law of cooling, and the heat transfer through the wall
is assumed to be in the radial direction only. The heat transfer
models used in DBS for the single and two-phase flow of the work-
ing medium includes correlations for horizontal as well vertical
tubes and is described, in detail, in �5�.

Model of Header. For the calculations, the following assump-
tions may be made for the header:

• Assuming that the distribution of the thermodynamic state
of the header is homogeneous, the collector can be seen as
one control volume for the calculation.

• The gravity distribution of density and pressure of the fluid
inside the header can be neglected because the vertical di-
mension of the header is small compared to that of the re-
maining tube system.

• The huge difference in the cross-sectional area of the header
and the connected tubes causes strong turbulence, avoiding,
thus, a segregation of the fluid in the header.

Because the headers are assumed to be a single control volume,
the equations for the mass and energy balance are ordinary differ-
ential equations with time t as independent variable

d

dt
��CVC� = �

j

� jwjAj − �
k

�kwkAk �5�

d

dt
��ChCVC� = �

j

� jwjhjAj − �
k

�kwkhkAk �6�

The variables of the header are denoted with the index C; j rep-
resents values at the header entrance and k values at the outlet. VC

1The program “Dynamic Boiler Simulation” �DBS� was developed at the Vienna
University of Technology, Institute for Thermodynamics and Energy Conversion.

Fig. 1 Model of a natural circulation boiler

Fig. 2 Mass flow in the lower heated riser system 1 for differ-
ent heat absorption ratios V as three-dimensional surface †3‡
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is the volume of the fluid inside the header and A the cross-
sectional area of the connected tubes. Similar to the treatment of
the fluid flow in the tube, kinetic energy as well as expansion
work is neglected in the energy balance.

Because momentum is a vector quantity having the direction of
the tube axis, the momentum fluxes must not be added arithmeti-
cally but rather as vectors. This is the case at the inlet and outlet of
the headers, where the individual tubes are connected under dif-
ferent angles. The velocity of the fluid in the header is rather small
compared to that inside the tubes. Thus, it can be assumed that the
momentum of the fluid will be lost at the inlet of the header and
has to be rebuilt at the outlet. Based on this assumption, the mo-
mentum balance of the header reduces to a pressure balance. The
changes of the momentum at the inlet and outlet can be taken into
account by a pressure loss coefficient �

pC = pj −
� j

2
� jwj�wj� �7�

pC = pk +
�k

2
�kwk�wk� �8�

The discretization of the partial differential equations for the con-
servation laws was done with the aid of the finite-volume method.
The pressure-velocity coupling and overall solution procedure are
based on the SIMPLER algorithm �7�. To prevent checkerboard
pressure fields a staggered grid is employed and for the convective
term the UPWIND scheme is used.

Model of the Flue Gas. For the description of the flue gas, the
one-dimensional partial differential equation of the conservation
law for the energy is used. The momentum balance for the flue gas
is neglected. The flue gas mass flows are calculated quasi-
stationary, while the energy balance is calculated unsteady. The
discretization of the energy balance is done corresponding to the
finite-volume method. The convective heat transfer coefficient be-
tween the flue gas and the tubes can be calculated with different
correlations for plain or finned inline or staggered tube banks �see
�5��.

Two-Drum Natural Circulation Boiler. Figure 3 shows the

model of a natural circulation two-drum boiler, which is arranged
behind a gas turbine. The evaporator of the boiler consists of two
downcomers �tubes 13 and 14�, a bottom drum, the bundled heat-
ing surface with 12 parallel tube paths, a cyclone box, a cyclone
separator, and an upper drum. The downcomer and the riser tubes
are finned tubes. The difference in height between the centerlines
of the drums is 6.5 m.

Saturated water �no subcooling� leaves the drum through the
downcomers and enters the riser tubes through the bottom drum.
The water-steam mixture leaving the riser tubes is collected in the
cyclone box and passes through the cyclone where steam and
water are separated. In comparison to downcomer tubes 13 and 14
the cyclone separator represents an additional flow resistance.

The flue gas enters the steam generator at the first riser tube
�tube 1� and leaves the bundle heating surface at the second down-
comer �tube 14�. For the stability analysis of the two-drum boiler,
the following three different geometric configurations have been
analyzed:

• No cyclones and cyclone box are included in the drum and
all evaporator tubes are finned tubes.

• No cyclones and cyclone box are included in the drum, and
all riser tubes �tubes 1–12� are finned tubes while both
downcomers are plain tubes.

• Cyclones and a cyclone box are included in the drum and all
evaporator tubes are finned tubes.

In addition to this set of test cases, a second set of calculations has
been performed. In this second set, the difference in height be-
tween the centerlines of the top and bottom drum is changed from
6.5 m to 11.6 m. This doubles the heated length of the tubes in
the tube bank. To achieve the same thermal conditions, the mass
flow of the flue gas is also doubled. For these conditions the steam
production is approximately doubled.

At steady state, the circulation ratio for the case without cy-
clones was 	18 for a heated tube length of 5.1 m. With the ar-
rangement of cyclones, and accounting for their pressure drop, the
circulation ratio was reduced to 	14. For the cases with doubled
heated tube length, the circulation ratio was reduced to 	6.5.

Initial and Boundary Conditions
For all test cases, the following initial conditions for the dy-

namic simulation of the hot startup of the two-drum boiler are
used:

• The steam generator is filled with water near boiling condi-
tion.

• The pressure distribution of the working medium in the tube
network of the boiler is affected by gravity.

• The velocity of the fluid at the start of the calculation pro-
cess is equal to zero.

• The initial fluid temperature in the evaporator of the boiler is
identical to the boiling temperature at drum pressure.

• The initial drum pressure of the steam generator is 12 bars.
• The drum pressure is constant during the whole simulation.
• The flue gas temperature and mass flow are given as a func-

tion of time �see Fig. 4�, and are input boundary conditions
for the simulation.

• The water level is controlled and held at the centerline of the
drum.

Figure 4 shows the time-dependent flue gas temperature �full
line� and flue gas mass flow �broken line� for the hot startup of the
two-drum steam generator. The flue gas reaches full load 	320 s
after the start of the simulation and remains constant at full load.
The total time for the simulation is 1000 s. The flue gas tempera-
ture and mass flow ramps are the same for all simulations.

Fig. 3 Model of the two-drum boiler
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Results of Dynamic Simulation for Two-Drum Boiler
The next several sections present the results of the two-drum

boiler simulation. The following convention is used for the sign of
mass flow in all figures:

• A positive sign in the riser tubes describes a flow direction
from the bottom drum to the upper drum.

• A positive sign in the downcomer tubes indicates a flow
direction from the upper drum to the bottom drum.

The first set of results is for the boiler with a difference in
height of 6.5 m between the drum centerlines.

Results of Simulation With a Difference Height of 6.5 m

Model With Finned Downcomer Tubes and Without Cyclones.
Figure 5 shows �as a result of the dynamic simulation for the hot
startup� the mass flow distribution of the working fluid at selected
points. Since the boiler is under the pressure of 12 bars, in the first
phase of the hot startup the temperature of the flue gas �30°C, see
Fig. 4� is lower than that of the tube material. Therefore, the flue
gas is heated up and the tubes are cooled down. During this initial
period, there is low circulation in the evaporator tubes. The work-
ing fluid in the more intensively cooled evaporator tubes �tubes
1–6� flows downward, while the mass flow in evaporator tubes
7–12 and both downcomer tubes is directed upward �Fig. 6�. The
direction of heat flow �between gas and tubes� changes with in-
creasing mass flow and temperature of the flue gas.

With the beginning of the steam production in the most heated
evaporator tube 1 �	80 s after the start of the simulation�, the
direction of mass flow of the working medium in this tube
changes from downward to upward. Approximately 100 s after
startup, the direction of mass flow in the first six tubes of the
evaporator is upward. The direction of mass flow in evaporator
tubes 7–12 as well as in both downcomer tubes �tubes 13 and 14�
is directed downward.

Between 	100 s and 170 s, the heat flux from the flue gas to

the evaporator tubes 7–12 is small and, consequently, the mass
flow in these tubes remains in the downward direction. At about
170 s after the start the heat flux to tube 7 is high enough to start
the steam production. With the beginning of steam production in
tube 7, the density of the working medium decreases and the
lifting or buoyant force increases. This results in a rapid decrease
in mass flow in tube 7. With a further increase of the heat flux to
tube 7, the mass flow of the water-steam mixture changes flow
direction from downward to upward. As can be seen in Fig. 5, the
same process occurs for evaporator tubes 8–11 in the time period
between 170 s and 300 s.

For tube 12, the heat flux is not high enough to change the flow
direction and, therefore, the tube operates as a third downcomer
�even at steady state�.

Figure 7 shows the time evolution of the pressure difference
�due to height �pH� for tubes 1, 11, and 12, as well as the total
pressure difference between the bottom and the upper drum �pTD.
The distance between the curves �pTD and �pH in Fig. 7 repre-
sents the sum of the pressure differences due to friction and
acceleration.

It can be seen that at the beginning of the hot startup, the
pressure difference, due to height �static head� of tube 11, is
higher than the total pressure difference between the bottom and
the upper drum and, therefore, the flow is directed downward.
With increasing steam production in tube 11, the static head of
this tube decreases. Between 280 s and 300 s after start, the in-
crease in steam production in tube 11 reduces the static head and
the line of �pH crosses the trace of �pTD. During this period, the
mass flow of the working medium in tube 11 changes flow direc-
tion from downward to upward.

The situation for tube 12 is different from that of tube 11. At the
beginning of the simulation, the total pressure difference between
the two drums is smaller than the pressure difference, due to

Fig. 4 Temperature and mass flow of the flue gas

Fig. 5 Mass flow in various tubes of the two-drum boiler: dy-
namic behavior without cyclones and finned downcomer tubes
„case 1…

Fig. 6 Mass flow in various tubes of the two-drum boiler: de-
tail of the first 100 s of the results shown in Fig. 5

Fig. 7 Pressure difference in various tubes of the two-drum
boiler: dynamic behavior without cyclones and finned down-
comer tubes „case 1…
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height, of tube 12. With the increase in steam production in tube
12, the static head also starts to decrease, but the steam production
is insufficient and, therefore, the mass flow of the water-steam
mixture remains in the downward flow direction.

Model With Plain Downcomer Tubes and Without Cyclones.
The calculated mass flow distribution at selected points of the
two-drum steam generator without cyclone separators but with
plain downcomer tubes �test case 2� is shown in Fig. 8. Compared
to test case 1 �model with finned downcomer tubes�, Fig. 8 clearly
demonstrates the influence of the unfinned downcomer tubes on
the circulation behavior.

The time evolution of the mass flow in the different tubes of the
boiler is, in the first period of the hot startup �up to 	290 s�,
similar to that shown in Figs. 5 and 6. The flow in the first 11 riser
tubes is directed upward after 	290 s, while flow in tube 12 is
directed downward. In the period after 290 s �the start of the
steam production in tube 12�, the mass flow in the downcomer in
test case 2 increased while the mass flow in test case 1 decreased
�see Fig. 5�. In test case 2, this results in a smaller mass flow rate
and a higher steam production in tube 12. This higher steam pro-
duction leads to an increase of the lifting force, which reduces the
velocity of the water-steam mixture. This, in turn, results in a flow
stagnation followed by a change of flow direction in tube 12 from
downward to upward.

Figure 9 shows the static head �pH for tubes 1, 11, and 12 of
the boiler as well as the total pressure difference between the
bottom and the upper drum for test case 2. The influence of the
plain downcomer tubes on the development of �pTD is evident.
The time evolution of the pressure differences are similar to that
shown in Fig. 7. Only the situation for tube 12 is different. In test
case 1, �pH does not cross the curve of �pTD, whereas in test case
2, the steam production is high enough so that the curve for the

static head of tube 12 crosses the curve for the total pressure
difference between the bottom and the upper drum. In this time
period, the mass flow in tube 12 changes flow direction from
downward to upward.

Model With Cyclones and Finned Downcomer Tubes. Figure 10
shows the calculated mass flow distribution for the two-drum
boiler model with cyclones and finned downcomer tubes �test case
3�. During approximately the first 80 s after starting the simula-
tion, the development of the mass flow in the evaporator tubes of
the boiler is similar to the test cases 1 and 2. After 80 s, the mass
flow distribution in the riser tubes for test case 3 is entirely dif-
ferent in than the other two cases. After 	150 s the flow in all the
riser tubes is directed in the upward sense.

It should be noted that the two downcomer tubes are placed
outside of the cyclone box while the riser tubes enter the cyclone
box �see Fig. 3�. Compared to test cases 1 and 2 �models without
cyclones�, Fig. 10 clearly demonstrates the influence of the cy-
clones on the circulation behavior. In the case of a reverse flow in
a riser tube for test cases 1 and 2, saturated water leaves the drum,
whereas in test case 3, a water-steam mixture leaves the cyclone
box and enters the riser tube. Because of the lower fluid density
�which enters the tube� in case 3, the lifting force increases and
the fluid velocity decreases. When compared to the other two test
cases, this results in a shorter time period of reverse flow and in a
smaller mass flow rate in the riser tubes, which have lower heat
flux during the period of reverse flow.

Figure 11, for test case 3, shows the static head �pH for tubes 1,
12, and both downcomer tubes 13 and 14, as well as the total
pressure difference between the upper and the bottom drum. The
influence of the cyclones on the development of �pH and �pTD is
clearly seen. The time evolution of �pH of tube 12 during the first
period of the hot startup is higher but very close to the curve of

Fig. 8 Mass flow in various tubes of the two-drum boiler: dy-
namic behavior without cyclones and plain downcomer tubes
„case 2…

Fig. 9 Pressure difference in various tubes of the two-drum
boiler: dynamic behavior without cyclones and plain down-
comer tubes „case 2…

Fig. 10 Mass flow in various tubes of the two-drum boiler:
dynamic behavior with cyclones and finned downcomer tubes
„case 3…

Fig. 11 Pressure difference in various tubes of the two-drum
boiler: dynamic behavior with cyclones and finned downcomer
tubes „case 3…
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�pTD. Because of the small mass flow rate, the density of the
working medium decreases and, therefore, the static head also
decreases. Between 140 s and 150 s after the start of the simula-
tion, the static head of tube 12 crosses the curve of the total
pressure difference between the upper and the bottom drum. In
this period, the mass flow of the working medium in tube 12
changes the direction from downward to upward.

Results of Dynamic Simulation With a Changed Boiler
Height to 11.6 m. The results of the dynamic simulation of the
two-drum boiler model without cyclone and plain downcomer
tubes and the model with cyclones included and a height of
11.6 m between drum centerlines are similar to those presented in
test cases 2 and 3. The time-dependent development of the mass
flow, in the tubes of the steam generator, is the same as for test
cases 2 and 3. Because of the higher mass flow of flue gas, the
mass flow of the water-steam mixture in the individual tubes, as
well as the steam quality at the connection point to the drum,
increases.

The results for the mass flow distribution obtained with the
model without cyclones and finned downcomer tubes differs from
the calculation results with a drum distance of 6.5 m �test case 1�.
The steam quality in tube 12 is significantly higher for the case of
a drum centerline distance of 11.6 m. Therefore, this tube also
operates as riser contrary to the case with a 6.5 m drum centerline
distance.

Summarizing the results of the simulation for the two-drum
type boiler it can be stated as follows:

• Since flow reversal in any of the tubes should be avoided,
the implementation of cyclones or similar separation devices
is the most favorable design �test case 3�.

• The reduction of the heat absorption for the downcomer
tubes �last two rows in the bundle� has a stabilizing effect.
With this measure, reverse flow in the lowest heated riser
tube �tube 12� can be avoided at high loads.

HRSG With a Horizontal Tube Bank
The modern design of natural circulation HRSGs allows com-

pact boiler designs. Horizontal tube banks are built with tube
lengths up to 20 m. For high efficiency combined-cycle HRSGs,
three pressure stages are frequently employed. The low-pressure
stage in combination with the long horizontal tubes �which have
no preferred flow direction for the working fluid� leads to more
unstable operation conditions than HRSG designs with vertical
tubes. Static instabilities, such as reverse flow and/or flow stagna-
tion, as well as the dynamic instabilities, such as pressure drop
instabilities or density wave oscillations, can occur �for further
information, see Ref. �2��.

The model for the HRSG with horizontal tubes is shown in Fig.
12. The steam generator consists of a downcomer with a siphon at
the lower end, a lower header, a bundled heating surface with four
parallel tube paths, an upper header, a riser, and a drum. The
heated length per layer of the horizontal tubes is 20 m, the differ-
ence in height between the centerline of the drum and the lowest
point of the siphon is 10.5 m. The difference in height between
the two headers as well as between the lowest point of the siphon
and the lower header is 1.4 m. The flue gas enters the bundle
heating surface at the bottom.

For the stability analyses of this HRSG the following different
geometry configurations have been analyzed:

• Test case 4—All tubes of the bundled heating surface are
finned tubes with an outer diameter of da=48.3 mm. The
number of fins per meter is 236, the fin height is 12.7 mm,
and the distance between the fins is 4.5 mm.

• Test case 5—The outer tube diameter of the first four layers
of the bundled heating surface was changed from da
=48.3 mm to da=44.5 mm �including the connecting tubes

between the lower header and the finned layer tubes�, while
the other tube dimensions are the same as for test case 4.

• Test case 6—The outer tube diameter of the connecting
tubes between the lower header and the finned layer tubes of
layers 1–4 was changed from da=48.3 mm to da
=44.5 mm, while the other tube dimensions are the same as
for test case 4.

• Test case 7—The outer tube diameter of the connecting
tubes between the lower header and the finned layer tubes of
layers 1–4 was changed from da=48.3 mm to da
=44.5 mm, while the other tube dimensions are the same as
in case 4. Additionally, an orifice is installed at the inlet of
all changed tubes.

The circulation ratios for the different test cases of the HRSG
with horizontal tubes is between 4.03 �test case 5� and 4.58 �test
case 6�.

Initial and Boundary Conditions. For the dynamic simulation
of the hot startup, the same initial conditions are used as for the
two-drum steam generator. The initial conditions are described
above, in detail, and will not be repeated in this section.

As boundary condition for all boiler configurations the drum
pressure is constant during the whole simulation and equal to
12 bars. The time evolution of the flue gas temperature is identical
to that shown in Fig. 4. The values of the flue gas mass flow are
adjusted to the boiler configuration and must be doubled. The
water level of the drum is also controlled at the drum centerline.

Results of Dynamic Simulation for the HRSG With
Horizontal Tube Bank

These next sections present the results of a theoretical stability
analyses. For the mass flow direction, the following conventions
are used in all figures:

• A positive sign for the mass flow in the evaporator tubes
describes a flow direction from the lower header through the
tube bank to the drum.

• A positive sign for the mass flow in the downcomer tubes
describes a flow direction from the drum through the siphon
to the lower header.

Results of Simulation With an Outer Tube Diameter of da
=48.3 mm at All Layers. Figure 13 shows the mass flow distri-
bution at selected points of the HRSG with a horizontal tube bank.
The outer tube diameter for the simulation of the hot startup was
48.3 mm for all layers �test case 4�. The circulation of the working

Fig. 12 HRSG with a horizontal tube bank
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fluid during the cooling and the first heating phase of the bundled
heating surface �up to 	120 s after startup� is 	0. With the be-
ginning of the steam production in the first layer of the heating
surface, the volume of the working medium changes rapidly. With
the increase of the fluid volume the water-steam mixture will be
pushed out at both tube ends. This causes an upward direction of
the mass flow in the downcomer as well as in the riser tubes of the
boiler. The start of steam production at the other layers of the
bundled heating surface is shifted in time. Between the time pe-
riod of 120–150 s, steam is pushed into the downcomer. With the
increasing steam content in the siphon as well in the evaporator
tubes, the lifting force reduces the velocity of the water-steam
mixture. This results in a stagnation followed by a change of flow
direction in the downcomer from upward to downward. Parallel to
the change of the flow direction in the downcomer, the flow di-
rection in parts of the evaporator tubes also changes. During this
period, the mass flow in the tube network of the evaporator will be
let out through the riser to the drum. After 150 s, the mass flow
from the drum through the downcomer increases. The mass flow
inside the riser after achieving its highest value decreases �the
time period between 170 s and 190 s�. In the following time pe-
riod, the mass flow in the downcomer and the riser as well as in
the bundled heating surface oscillates. This oscillation does not
decay and exists also at steady state.

The oscillation is identified as a density wave oscillation. The
phase displacement of the oscillation in the four tube paths of the
evaporator is shifted in time. The oscillation amplitude at the inlet
of the first four layers is compared to the outlet of the lower
heated layers higher. The oscillation is damped during its way
through the tube paths from, for example, the inlet of layer 1 to
the outlet of the associated layer 7. Therefore, the influence on the
mass flow in the downcomer and riser, as well as on the steaming
rate, is small.

At the inlet of layers 1–4, the amplitude of the oscillation is
high compared to the outlet, and therefore, reverse flow of the
working medium occurs inside these tubes for short time periods
during the oscillation.

Results of Simulation With an Outer Tube Diameter of da
=44.5 mm at Layers 1–4. The change of the outer tube diameter
at the layers 1–4 results in a homogenization of the heat flow to
the single layers of the bundled heating surface, while the total
heat flow to the evaporator is approximately constant. The differ-
ence of the total heat absorption at steady state between the two
test cases is 	0.88% of full load. This leads to essentially the
same production rate of steam in both cases.

The heat flow to the first layer of the bundled heating surface at

steady state is �in case of an outer tube diameter of 44.5 mm�
	5.8% smaller than in test case 4, whereas at layer 8, the values
were 	7.8% higher.

Figure 14 shows the mass flow distribution at selected points of
the tube network of the HRSG model with an outer tube diameter
of 44.5 mm in the first four layers and a outer tube diameter of
48.3 mm in layers 5–8, which are exposed to a lower heat flux
�test case 5�. The time evolution of the mass flow during the first
170 s after the start of simulation is similar to that described in
test case 4. Differences can be seen during this period only in the
absolute values of the mass flows. During the period after the first
170 s, the mass flow starts also to oscillate, but the oscillation
amplitude is smaller compared to that in test case 4. During fur-
ther simulation of the hot startup, the oscillation of the mass flow
in the evaporator tubes decreases. Approximately 470 seconds af-
ter the start, the density wave oscillation has been eliminated.

The circulating mass flow through the tube network of the
HRSG for test case 5 is smaller than the mean value for the mass
flow of test case 4. This smaller mass flow results in an earlier
beginning of steam production and compared to test case 4 in a
slightly higher steam quality at the riser outlet.

Figure 15 shows the development of the total pressure differ-
ence for both test cases among the following:

• the drum and the lower header ��pTDL�
• the upper and the lower header ��pTUL�
• the inlet and outlet of the layer 1 ��pTL1�, which is the

surface with the highest heat flux

Fig. 13 Mass flow in various tubes of the HRSG with a hori-
zontal tube bank: dynamic behavior with da=48.3 mm at all lay-
ers „case 4…

Fig. 14 Mass flow in various tubes of the HRSG with a hori-
zontal tube bank: dynamic behavior with da=44.5 mm for the
first four layers „case 5…

Fig. 15 Comparison between the total pressure differences of
the test cases 4 and 5 at all layers
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It can be seen that the total pressure differences associated with
tubes of 44.5 mm diam are higher than for the tubes of
48.3 mm diam. It seems that a considerable part of the higher total
pressure difference between the drum and the lower header is
produced in the evaporator tubes with the smaller tube diameter
�see Fig. 15, e.g., layer 1�.

Results of Simulation With an Outer Tube Diameter of da
=44.5 mm for Connecting Tubes Between Lower Header and
Finned Layer Tubes (With and Without an Orifice). Simulation
results for the last two evaporator tube designs are described in
the following section. The development of the mass flow for these
two test cases takes place during the first period of the hot startup
similar to that shown in Fig. 13 for test case 4. Differences are
found in the amplitudes and frequencies of the density wave
oscillations.

The oscillation for test case 6 appears between 300 s and
	800 s as one with changing amplitude �see Fig. 16�. After 800 s,
the oscillation shows as one with constant amplitude. The absolute
value of the amplitude is smaller than that for the test case 4, and
therefore, there is no reverse flow inside the single tubes of the
tube bank during the oscillation as compared to test case 4.

The amplitudes and frequencies of the density wave oscillations
in test case 7, compared to test case 4, start with smaller values
and the amplitude decreases with the progression of the simula-
tion time. Approximately 2350 s after the start of the simulation,
the oscillation has ended �Fig. 17�. A comparison of test cases 4–7
shows that an increase of the flow resistance at the inlet of the

tubes improves the flow stability. The higher flow resistance at the
tube inlet increases the single-phase flow resistance, which is in
phase with the flow at the tube inlet. The influence of the homog-
enization of the heat flow to the individual layers of the bundled
heating surface, in combination with a additional flow resistance
at the tube inlet, obviously improves the stability of the system
�see Fig. 14�. This effect will be analyzed, in detail, by the authors
in further investigations.

Summary
Based on the examples of a natural circulation two-drum heat

recovery steam generator and a natural circulation HRSG with a
horizontal tube bank it can be shown that design criteria exist
which can help to stabilize the flow of the boiler. For the two-
drum boiler, the stabilization of the working fluid can be achieved
by the arrangement of plain downcomer tubes and, in every case,
including cyclones in flow path of the riser tubes stabilizes the
circulation of the working medium.

The investigations for the HRSG with a horizontal tube bank
show that changes in the bundle geometry can improve the flow
stability under operating conditions where density wave oscilla-
tions occur. First results of the investigation are presented and
discussed. To improve the flow stability, the flow resistance at the
tube inlet �single phase flow� of the bundled heating surface
should be increased. A faster decay of the density wave oscilla-
tions may be also achieved by the homogenization of the heat
absorption in the single layers of the bundled heating surface. This
provision should be combined with additional flow resistance at
the tube inlet.

Nomenclature
A � cross-sectional area �m2�

da � outer diameter �m�
gx � component of the gravity in direction of the

tube axis �m/s2�
h � spez. enthalpy �J/kg�

hC � spez. enthalpy of the fluid inside the header
�J/kg�

ṁ0 � mass flow in the downcomer �kg/s�
ṁ1 � mass flow in the lower heated riser system 1

�kg/s�
ṁ2 � mass flow in the higher heated riser system 2

�kg/s�
p � pressure �Pa�

PC � pressure of the fluid inside the header �Pa�
PD � drum pressure �bar�

�pH � pressure difference due to height �static head�
�bar�

�pTD � total pressure difference between bottom drum
and drum �bar�

�pTDL � total pressure difference between drum and
lower header �bar�

�pTUL � total pressure difference between upper and
lower header �bar�

�pTL1 � total pressure difference between the inlet and
outlet of layer 1 �bar�

q̇ � heat flux �W/m2�
q̇1 � heat flux to the lower heated riser system 1

�kW/m2�
q̇2 � heat flux to the higher heated riser system 2

�kW/m2�
t � time �s�

U � perimeter �m�
V � heat absorption ratio

VC � volume of the fluid inside the header �m3�
w � velocity �m/s�
x � length �m�

Fig. 16 Mass flow in various tubes of the HRSG with a hori-
zontal tube bank: dynamic behavior with da=44.5 mm for the
connecting tubes between the header and the first four layers
„case 6…

Fig. 17 Mass flow in various tubes of the HRSG with a hori-
zontal tube bank: dynamic behavior with da=44.5 mm for the
connecting tubes between the header and the first four layers
and an additional orifice at the tube inlet „case 7…
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� � density �kg/m3�
�C � density of the fluid inside the header �kg/m3�

� � pressure loss coefficient

References
�1� Ledinegg, M., 1938, “Instability of Flow During Natural and Forced Circula-

tion,” Die Wärme, 61�48�, pp. 891–898.
�2� Bouré, J. A., Bergles, A. E., and Tong, L. S., 1973, “Review of Two-Phase

Flow Instability,” Nucl. Eng. Des., 25, pp. 165–192.
�3� Linzer, W., and Walter, H., 2003, “Flow Reversal in Natural Circulation Sys-

tems,” Appl. Therm. Eng., 23�18�, pp. 2363–2372.

�4� Delhaye, J. M., Giot, M., and Riethmuller, M. L., 1981, Thermohydraulics of
Two-Phase Systems for Industrial Design and Nuclear Engineering, McGraw-
Hill, New York.

�5� Walter, H., 2001, “Modelling and Numerical Simulation of Natural Circulation
Steam Generators,” Fortschritt-Berichte VDI, Series 6, Report No. 457, VDI-
Verlag, Düsseldorf.

�6� Friedel, L., 1979, “Improved Friction Pressure Drop Correlation for Horizontal
and Vertical Two-Phase Pipe Flow,” European Two-Phase Group Meeting,
Ispra, Italy, Paper No. E 2, pp. 1–25.

�7� Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow �Series in
Computational Methods in Mechanics and Thermal Sciences�, Hemisphere,
Washington, DC.

848 / Vol. 128, OCTOBER 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I. Roumeliotis1

Research Assistant
e-mail: jroume@ltt.ntua.gr

K. Mathioudakis
Associate Professor

Laboratory of Thermal Turbomachines,
National Technical University of Athens,

Iroon Polytechniou 9, Athens 15773, Greece

Evaluation of Interstage Water
Injection Effect on Compressor
and Engine Performance
The present paper examines the effect of water injection at the compressor inlet or
between stages, on its operation. A wet compression model coupled with an engine
performance model is used. The wet compression model produces the compressor per-
formance map when water is present and consists of a one-dimensional stage stacking
model, coupled with a droplet evaporation model. The effect of water injection on overall
performance and individual stage operation is examined. The map-generation procedure
is embedded in an engine performance model and a study of water injection effect on
overall engine performance is undertaken. The possibility to evaluate the effect on vari-
ous parameters such as power, thermal efficiency, surge margin, as well as the progres-
sion of droplets through the stages is demonstrated. The results indicate that water
injection causes significant stage rematching, leading the compressor toward stall and
that the performance enhancement is greater as the injection point moves towards com-
pressor inlet. �DOI: 10.1115/1.2135823�

Introduction
The increasing use of gas turbines in the power generation in-

dustry has created an additional incentive for the further improve-
ment of their performances. In recent years, several techniques
have been proposed for gas turbine power and efficiency augmen-
tation, such as steam or water injection into the combustion cham-
ber or the air flow, with much interest in the moisture air cycle �,2�
and evaporative gas turbine �3�. The fact that gas turbine output
and efficiency drop during high ambient temperature periods,
when demand usually increases, has led to the broad application
of inlet air cooling �4�. Overspray of water droplets inside the
compressor has found an increasing application.

The spray of water inside the compressor in order to achieve
power and efficiency augmentation has been proposed from the
early years of the gas turbines, by Ægidius Elling �5� and further
discussed in order to obtain thrust augmentation in jet engines �6�.
A rigorous thermodynamic analysis concerning the thermody-
namic of water injection was presented by Hill �7�, in which the
shift of the compressor characteristics has also been discussed.
Further studies of inlet water injection has been undertaken re-
cently by Utamura et al. �8� for a single-shaft engine, Sexton et al.
�9,10� for a two-shaft engine, while Meacock et al. �11� presented
results for a three-spool engine.

Another approach for power augmentation is interstage injec-
tion. Operational aspects were thoroughly discussed by Ingistov
�12,13� whereas the effect of interstage injection on compressor
and engine performance has been discussed from a thermody-
namic point of view by Bagnoli et al. �14�, using a commercial
program. Also aspects of inlet and interstage injection on the per-
formance of gas turbine has been discussed by Arsen’ev et al.
�15�.

As presented above, significant attention has been drawn on
inlet injection, whereas interstage injection has received little at-
tention, despite the fact that the results presented by Arsen’ev
et al. �15� indicated that interstage injection may cause greater
performance enhancement than inlet injection.

Another interesting aspect of water injection, which needs fur-
ther investigation, is the effect of stage rematching to the overall
compressor operating limit and on the engine operation envelope,
as surge margin is a significant factor of engine development and
operation.

In the present paper, a method of studying the effects of water
injection on compressor and engine performance is presented.
Water-droplet evaporation through the stages of a multistage com-
pressor is modeled in conjunction to a stage-stacking model for
map generation. An innovative approach for coupling this proce-
dure with a zero-order engine model is proposed, and effects on
overall performance are studied.

Compressor Model
In order to evaluate compressor performance with water injec-

tion at the inlet or intermediate positions a “stage-stacking” ap-
proach coupled with a droplet model has been chosen. The effect
of the presence of water on the operation of each individual stage
is estimated, and the overall performance is deducted by “stack-
ing” the individual performances.

The compressor map for various operating speeds with or with-
out water injection can thus be derived. Not only are overall per-
formance quantities produced, but also operational characteristics,
such as the surge line. In the following, the model for droplet
evaporation is first described, followed by a description of its
incorporation to the stage-stacking procedure.

Droplet Model. The droplet model adopted for the present
study is the model described by Spalding �16�. The droplets are
assumed to be entrained in the flow, so there is no velocity slip
between them and the gaseous medium. According to White and
Meacock �17�, the droplet diameter must be up to 5 �m for the
no-slip assumption to be valid.

The droplet temperature is determined by the droplet energy
balance, where the droplet energy change equals the conductive
heat transfer and the latent heat transfer

dTd

dt
= −

3�Q̇0 + jhfg�
�liqrdcpliq

�1�

The vapor mass flux may be calculated using to the following
relation:
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j =
�gDH2Oair

rd
ln�mvg − 1

mvs − 1
� �2�

The pressure on the droplet surface is assumed to be equal to
the saturation pressure.

The diffusion coefficient can be calculated through Eq. �3�, by
the formula proposed by Marrero and Mason �18�, which suits the
temperature range for the case of compressor

DH2Oair�m2/s� = �1.87 � 10−10Tg
2.072

pg
, 280 K � Tg � 450 K

2.75 � 10−9Tg
1.632

pg
, 450 K � Tg � 1070 K�

�3�

pg is the air pressure in at and Tg the air temperature in Kelvin.
The heat flux through the gas phase may be calculated accord-

ing to energy and mass conservation using the relation

Q̇0 =
jcpv�Tg − Ts�

1 − exp� rdjcpv

k
� �4�

The droplet radius change is calculated using the mass conser-
vation

drd

dt
= −

j

�liq
=

�gDH2O air

rd�liq
ln�mvs − 1

mvg − 1
� �5�

Stage-Stacking Model. The overall performance of a multi-
stage axial compressor depends on the performance of its con-
stituent stages. The performance of a single stage can be presented
in terms of nondimensional coefficients, namely, flow coefficient
�, pressure coefficient �, and efficiency �. From individual stage
characteristics, the overall compressor performance for desired
operating points may by evaluated using the stage-stacking tech-
nique. The technique has been developed a while ago, and de-
scriptions may be found in a number of sources �e.g. �19��.

The particular stage-stacking model used in the presented study
is the one introduced by Mathioudakis and Stamatis �20�. It incor-
porates an adaptivity feature allowing the derivation of individual
stage characteristics, which optimally reproduce a given overall
map.

The model uses generalized characteristics, which interrelate
the normalized parameters � /�ref, � /�ref, and � /�ref. Using the
generalized characteristic curve and the values of �ref, �ref, and
�ref for each stage, the characteristics of the different stages are
deduced. Using the non-dimensional parameters in conjunction
with the geometric data, the entropy and enthalpy increase
through the stage for the gaseous mixture are calculated, along
with the properties, namely, pressure temperature �stagnation,
static� and velocity at each stage.

In order to incorporate the process of water evaporation into a
stage stacking method, there are some important factors to be
addressed.

1. The definition of stagnation magnitudes, due to the occur-
rence of heat transfer, while the mixture is not in thermal
equilibrium must be reexamined. In order to avoid physical
inconsistencies, calculations are performed employing the
static properties, where stagnation properties change is ac-
counted for through the total enthalpy rise in individual
stages. The stagnation properties are finally calculated at the
compressor exit, assuming no water presence, which is true
for most actual application test cases.

2. Droplet evaporation is a time-variant process, which means
that time should be incorporated into the stage-stacking
method.

3. Evaporation is an irreversible process leading to entropy in-

crease so the losses due to the irreversible nature of evapo-
ration should be incorporated into the model, as White and
Meacock �17� have suggested, according to the relation pre-
sented by Young �21�.

4. According to Csanady �22�, the mixture composition has no
significant effect on stage characteristics; thus, the stage
characteristics are assumed unchanged due to vapor pres-
ence. In the case of water injection, no experimental data for
stage characteristic shift have been presented. With the as-
sumption that no losses of a hydrodynamic or mechanical
nature occur �film creation, rotor braking�, the compressor
characteristics are assumed unchanged because of water
injection.

The time dimension entering the droplet evaporation model is
linked to the stage-stacking technique by using rotor and stator
lengths and calculating the mean residence time of the droplets
inside each blade row using flow velocity. As a first approxima-
tion, the axial velocity is considered constant along a stage.

The shift of the stage operation point due to water droplet pres-
ence is evaluated by calculating the volume occupied by the drop-
lets and correcting axial velocity by the corresponding blockade
factor. For this purpose the actual mass and volume of droplets
should be known at the inlet and outlet of each stage.

The mass of water is estimated via the following:

qliq = �liq ·
4 · �

3
rd

3 · ndr �6�

In the present model the number of droplets ndr is assumed to
remain unchanged through the stages, and it is the droplet diam-
eter that is reduced until full evaporation.

The flow parameter determines a unique stage efficiency � and
pressure-rise coefficient �. Using these parameters, the total en-
thalpy and entropy increase of the gaseous mixture is calculated,
assuming that no evaporation occurs. The static enthalpy and en-
tropy increase is also calculated, with the assumption of constant
axial velocity. It is assumed that all of the energy required to
evaporate the water is absorbed from the gaseous phase. The en-
tropy increase, representing the aerodynamical losses, is distrib-
uted equally between the rotor and the stator.

The conditions of the flow at the rotor outlet are first calculated
as if no evaporation occurs, according to the calculated entropy
and enthalpy increase of the mixture. After calculation of the mix-
ture properties, an iterative procedure is established in order to
calculate the actual conditions when evaporation occurs. The
droplet model is coupled, with a set of equations representing the
static enthalpy increase due to compression and the static entropy
increase due to evaporation, according to the residence time in the
rotor.

The same procedure is followed for the stator, with the addition
that a new velocity is calculated according to the exit angle and
annulus. The exit angle of the stage is assumed to be the inlet
angle of the subsequent stage.

Test Case for Wet Compression. In order to demonstrate the
effects predicted by the present method onto a compressor map, a
multistage axial compressor has been used as a test case. The
15-stage compressor reported by Tsalavoutas et al. �23� has been
used. The dry-stage characteristics have already been derived in
�23� so that the overall map of that compressor could be repro-
duced. In Fig. 1 an example of a set of dry and wet characteristics
with water injection at the inlet is presented, for 15 °C and satu-
rated air at the compressor inlet. The total inlet flow �gaseous and
liquid� is used in the abscissa.

The observed behavior is similar to previously reported results
by Hill �7� and White and Meacock �17� for the case of inlet water
injection. The gaseous inlet mass flow is increasing as the injected
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percentage of water increases. It must be noted here that in one
case �24�, the opposite effect has been reported. The authors at-
tributed their observation to the particular design of the
compressor.

However, the inlet gaseous mass flow increase rate is lower as
the quantity of injected water is increasing. The increase of pres-
sure ratio results in a degradation of the aerodynamic perfor-
mance, as the compressor is not designed for water injection; thus,
the stages are not operating anymore at the optimum operating
point. In order to demonstrate the change of aerodynamic perfor-
mance as the evaporation is completed inside the compressor, the
“equivalent” polytropic efficiency of the air, as proposed by White
and Meacock �17� is adopted

�a =
1

1 + 	sg/�Rgln pt2
/pt1

�
�7�

This can be used in order to demonstrate the aerodynamic effect
of water injection for the case of interstage injection. The equiva-
lent polytropic efficiency is presented in Fig. 2.

Interstage Injection. The next step is the evaluation of inter-
stage water injection at the compressor map. In this case, the inlet
air mass flow is used in the abscissa. Thus the presented mass flow
is increased by the amount of injected water at the rear of the
compressor. As seen in Fig. 3, the same behavior as for inlet
injection is observed for the case of interstage water injection. The
map presented is for water injection at the inlet of the third stage.
The inlet gaseous mass flow is increased, and the aerodynamic
efficiency is decreased.

As one can see in Fig. 4, as water is injected further down-
stream of the compressor inlet the net increase in mass flow is
reduced. On the other hand, there is a slight improvement in the
equivalent aerodynamic performance as water is injected farther

from the inlet. The change is smaller when the injection takes
place at the second or third stage for the high-speed characteristic,
due to low evaporation rates at the first stages.

Operating Limits. Water injection alters the overall compres-
sor characteristics, as stage rematching occurs. These alternations
may also alter the surge limit. Concerning the map of the selected
compressor, the criterion that gave results in good agreement with
available data at high rotational speeds is that stall occurs at the

Fig. 1 Compressor map for inlet injection

Fig. 2 Equivalent polytropic efficiency for inlet injection

Fig. 3 Compressor map for third-stage injection

Fig. 4 Compressor map for various injection positions, for 1%
of injected water
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maximum pressure-rise coefficient for any individual stage. This
means that the stage is considered in stall when d� /d�=0, for
the specific characteristic, and at that point the limits of the com-
pressor are established. Using this criterion, the operation of the
compressor with water injection becomes more limited. As with
water injection the rear stages are working toward greater �, thus
not gaining the significant margin presented in the previous fig-
ures. This criterion will be used during the following study, and
the corresponding full map of the compressor with 1% of water
injected at compressor inlet, and at the inlet of stages 3 and 5, is
presented in Fig. 5. For N /Nd�0.9, the IGVs and VSVs are clos-
ing according to the data presented by Carchedi et al. �25�.

Engine Model
In order to investigate the effect of inlet and interstage water

injection on the performance of a gas turbine engine, the method
described above is coupled to an engine performance model. The
model described in �26� has been used. It can incorporate the
presence of air humidity as well as the injection of water or steam
at any station along the gas path, assuming that evaporation takes
place in mixing chambers. That version, though, handled injected
water as if thermodynamic equilibrium is reached at once, without
taking into account evaporation dynamics.

Water injection alters the characteristics of the compressor, de-
pending on the position and amount of injected water. In order to
have the possibility to incorporate injection effects as accurately
as possible and to understand individual stage behavior, the stage-
stacking model was incorporated into the engine model instead of
using the map. A kind of one-dimensional �1D� zooming is thus
applied.

The way of coupling the two codes is shown in Fig. 6. The error
variables eouti that are zeroed by the model in order to balance the
equations are for the particular example of a single-shaft engine
that is used here as a test case. It is recalled that the model has the
ability to model up to three spool engines with or without power
turbine and for a variety of control variables as presented in �26�.

The procedure is as follows: first the stage-stacking model is
used to create a compressor map for the particular inlet condi-
tions, water injection amount, and position. This map is used to
derive an estimated mass flow rate mc for a guessed pressure ratio
�c. Using this mass flow, the stage stacking is applied to obtain
the properties of the flow at the compressor exit �e.g., compressor
work, pressure, temperature, airflow, water flow�, as shown in Fig.
7. The whole procedure is iterated until the model converges.

The test case of a single-shaft gas turbine was used for the
application of the method. The single-shaft industrial gas turbine
modeled in �27� has been used.

Droplet Evaporation. As seen from the equations describing
the Spalding model, evaporation rate is a function of droplet di-
ameter, droplet conditions, and local gas conditions. Evaporation

quantity is a function of the residence time in the compressor. For
the specific compressor studied, residence time was about 6 ms. In
the present study, the gas phase was assumed homogeneous at any
axial position except in the droplet boundary layer, where the
local water-to-air ratio depends on the droplet temperature.

During wet compression, the gas properties change throughout
the compressor, along with the operation of the compressor, thus
influencing the droplet evaporation rate. For example in the case
of 5% of water injected at the first compressor stage, the exit
temperature can be decreased by 30% or even more, depending on
the engine operating point. Thus, the full evaporation position is
moving toward the rear of the compressor as the water injection
fraction increases.

The results for the position of evaporation completion through
the compressor, presented in Fig. 8, are in agreement with the
results for droplets of 5 �m diam presented by Loebig et al. �28�,
who use a more complex three-dimensional �3D� analysis, for a
compressor with similar length and temperature rise characteristic.

Stage Rematching Due to Droplet Evaporation. In order to
examine the stage rematching caused by droplet evaporation, the
injection was assumed to take place at the inlet of the first stage;
thus, no evaporation occurs before the first stage inlet. This is
because inlet injection alters the corrected speed due to inlet cool-
ing; thus, the droplet evaporation effect inside the compressor
cannot be isolated. In Fig. 9, the generalized �−� characteristic
is presented along with the operating points of the stages 1 and 15,
for various percentages of water injection. The case of 2% of
water injection is limiting for the specific compressor, at the spe-
cific operation point, since the 15th stage operation approaches the
stall criterion selected.

Loading reduces for the front stages due to the increased air
mass flow rate, with the additional liquid mass flow. Further
downstream, the cooling effect and the higher achieved pressure
ratios result in higher density, thus lower �. This drives the rear
stages to operate closer to stall. Increasing the amount of injected
water, the operation of the stages moves closer to stall. This is
indicated by the shift of the � /�dry, presented in Fig. 10, where it
is shown that rear stages work at lower flow coefficient as the
amount of injected water increases.

The injection position has an impact on the stage loading
throughout the engine, as shown in Fig. 11, for injection at the
inlet of the first, third, and fifth stages. The trend for stage re-
matching presented for the case of interstage injection accounting
for the evaporation process inside the compressor is similar to the
one presented in �14�, where thermodynamic equilibrium was
assumed.

An interesting aspect in engine operation is the surge margin.
The cooling effect has a significant effect on the surge margin,
since the pressure ratio increases, and as presented above the rear
stages work with higher pressure coefficient.

In Fig. 12 the compressor operating point for constant TIT is
presented, along with the corresponding calculated speedline, for
water injection at the first stage. The surge margin reduces even
with low injection quantities. The same observations concerning
the trend of the surge margin have been presented by Ludorf et al.
�29�, for the case of high rotating speeds. The study by Horlock
�30� indicates that the later stages are expected to work at a higher
pressure coefficient with water injection.

For water injection in the third stage, no significant changes in
the surge margin were evident. Moving the water injection posi-
tion toward the end, the surge margin, according to the criterion
established above appears to reduce. The effect is increasing for
higher water injection flows. In Fig. 13 the surge margin for the
specific engine operating point is presented. The surge margin
definition used is

Surge margin�%� =
�csurge − �cworking

�cworking
· 100 �8�

Fig. 5 Compressor map, with established stall criterion for 1%
injected water
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Effect on Overall Performance. The impact of the water in-
jection position on the performance characteristics of the engine is
now examined. The behavior of the engine performance concern-
ing the effect of injection position was examined for ambient tem-
perature of 30 °C with constant TIT �TIT/TITref=0.95�. The in-
jection positions are the inlet of the first, third, and fifth stage.

The expected positive effect of water injection in the thermal
efficiency is observed as presented in Fig. 14. The thermal effi-
ciency gain is lower as the injection point moves toward the rear
of the compressor, although it is rather high for every injection
position. The same applies to the power of the engine, as the load
gain is reduced applying water injection at later stages, although
the load reduction is rather small for injection at the third stage.

Another interesting operational aspect is the effect on exhaust
gas temperature and exhaust mass flow, quantities that are impor-
tant for operation in combined cycles. The exhaust gas tempera-
ture has a small decrease while the mass increases, as shown in
Fig. 15. In both cases, the more significant effect is caused by
injection at the first-stage inlet.

The size of droplet diameter is also a significant factor since
smaller droplets keep the conditions during compression closer to

thermodynamic equilibrium; thus, the losses due to irreversible
process of evaporation are lower. In Fig. 16, the thermal efficiency
variation for first-stage injection, for 5 and 2�m diam droplets is
presented.

Arsen’ev et al. �15� have presented results indicating that the
interstage injection may be more beneficial than inlet injection,
when the injection is realized at an optimal position inside the
compressor. These conclusions were drawn, taking into consider-
ation mechanical and hydrodynamic losses, which were greatly
dependent on the injection position, as in the case of third-stage
injection the hydrodynamic losses were half of those for inlet
injection, and in the case of fifth-stage injection, the losses were
20% of the losses for inlet injection.

This indicates that experimental results concerning mechanical
losses are needed, as their effect may be significant. As the spray-
ing technology is advanced, the no-slip assumption becomes more
valid and the results presented here indicate that, in the case that
no additional losses due to mechanical and hydrodynamic reason
are presented, the injection is more positive as the point of injec-
tion is moving toward the inlet of the engine, for ambient tem-
peratures where overspray is usually used.

Fig. 6 Coupling of stage-stacking model and performance model
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On the other hand, interstage injection has the advantage that it
can be used independently of the ambient temperature, for suitable
injection points. In this case the injection point and the lower air
temperature that interstage injection should be used depend
mainly on the compressor characteristics and specifically on the
temperature increase that can be achieved at the front stages,
along with the anti-icing procedure of the specific engine. From
this point of view, interstage injection may be of practical interest.

Conclusions
A method to evaluate the effect of water-injection at the inlet or

between stages of a multistage axial compressor has been pre-
sented. The method was incorporated into an engine model, al-

lowing the evaluation of water injection effects on overall perfor-
mance, with high flexibility concerning the engine configuration
and control variable.

The behavior of the compressor was studied, and the results
indicated that water injection at various positions shifts the char-
acteristics to higher mass flow ratio and compression ratio. How-
ever the individual stages are working off design, where the first
stages are unloading and the rear stages are shifted closer to stall.

The stage rematching, leading the compressor closer to stall, is
bounding the benefits of water injection, as there is a severe re-
duction on surge margin. The decrease of surge margin is more
significant as the injection position is moving toward the rear
stages of the compressor, although the difference is small.

A marginal thermal efficiency increase has been predicted, and
the effect of interstage injection seems to lower the water-

Fig. 7 Zooming procedure

Fig. 8 Evaporative profile inside compressor for 5 �m diam
droplets

Fig. 9 Stages 1 and 15 operating point shift for various in-
jected quantities
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injection benefits on efficiency, although for the case of third-
stage injection, the differences are relatively small. A substantial
power boost has been predicted with water injection, the gain
being more important as the injection position moves toward the
compressor inlet.

The results concerning the significant stage rematching due to
water injection indicate that the behavior for specific type of com-
pressor may be different with wet compression; thus, in order to

Fig. 10 Normalized flow coefficient for First-stage injection

Fig. 11 Normalized flow coefficient for interstage injection

Fig. 12 Compressor operating points for First-stage injection

Fig. 13 Surge margin for First- and Fifth-stage injection

Fig. 14 Gas turbine thermal efficiency and load variation

Fig. 15 EGT and exhaust mass variation
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obtain the full benefits of water injection the calculations should
be realized with respect to the specific or similar compressor stage
characteristics and geometry.
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Nomenclature
cp 
 isobaric specific heat capacity

DH2Oair 
 diffusion coefficient
eouti 
 error function

h 
 specific enthalpy
hfg 
 latent heat of vaporization

IGVs 
 inlet guide vanes
j 
 vapor mass flux
k 
 thermal conductivity

m 
 mass concentration
ndr 
 droplet number

p 
 pressure
Q0 
 conductive heat flux
rd 
 droplet radius
T 
 temperature

TiT 
 turbine inlet temperature
Va 
 axial velocity

VSVs 
 variable stator vanes
�=	htis /	ht 
 stage efficiency

�c 
 compressor pressure ratio
� 
 density

�=Va /U 
 mass flow coefficient
�=	htis /U2 
 pressure rise coefficient

xi 
 guessed variable

Subscripts
g 
 gaseous mixture

liq 
 liquid water
s 
 droplet surface
t 
 stagnation magnitude
v 
 vapor water
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A New Multiaxial Fatigue Testing
Method for Variable-Amplitude
Loading and Stress Ratio
A new vibration-based multiaxial fatigue testing methodology for assessing high-cycle
turbine engine material fatigue strength at various stress ratios is presented. The idea is
to accumulate fatigue energy on a base-excited plate specimen at high-frequency resonant
modes and to complete a fatigue test in a much more efficient way at very low cost. The
methodology consists of (1) a topological design procedure, incorporating a finite element
model, to characterize the shape of the specimens for ensuring the required stress state/
pattern, (2) a vibration feedback empirical procedure for achieving the high-cycle fatigue
experiments with variable-amplitude loading, and finally (3) a yielding procedure for
achieving various uniaxial stress ratios. The performance of the methodology is demon-
strated by the experimental results from mild steel, 6061-T6 aluminum, and Ti-6Al-4V
plate specimens subjected to fully reversed bending for both uniaxial and biaxial stress
states. �DOI: 10.1115/1.1788687�

1 Introduction
Due to the severe operational environment, gas turbine engine

structural components are usually required to be designed using
lifetime failure-free criterion, with the use of tools such as the
Goodman diagram �1� and the modified Goodman diagram �2�,
which are usually constructed using uniaxial fatigue data. The
Goodman diagram is a plot of alternating stress versus mean stress
and represents the fatigue properties of a given material for a
given number of cycles. A typical Goodman diagram for the tita-
nium alloy Ti-6Al-4V is shown in Fig. 1 �3�.

Typical uniaxial fatigue tests on a servohydraulic tensile test
machine operate at 60 Hz, requiring approximately 46 h to accu-
mulate 107 cycles for each data point on the Goodman diagram.
Therefore, significant amounts of time are required to characterize
the fatigue properties of typical aerospace structural materials.

Furthermore, these uniaxial fatigue data are insufficient for as-
sessing high-cycle fatigue �HCF� damage, which often occurs in
components that are subjected to multiaxial loading over a wide
range of cyclic frequencies including short-wavelength bending
modes. Unfortunately, the current development of low-frequency
multiaxial fatigue testing methods is experiencing a major draw-
back due to the high cost. In addition, high-frequency multiaxial
fatigue methods currently do not exist. For example, existing bi-
axial fatigue machines have operating frequencies of less than 20
Hz, sometimes much less, on the order of 1 Hz. In turn, the de-
velopment of a basic understanding of the effects of multiaxial
loading on high-cycle fatigue is jeopardized. Hence, the current
U.S. Air Force high-cycle fatigue research efforts have been sig-
nificantly hindered due to lack of ability of obtaining a sufficiently
large amount of multiaxial fatigue data for a meaningful fatigue
strength assessment.

To address these concerns, a novel vibration-based fatigue test-
ing concept was proposed �4,5� for assessing turbine engine ma-
terial fatigue strength under multiple stress states found in the real
engine hardware. The idea is to accumulate stress cycles on a
base-excited plate specimen at high-frequency resonant modes
such as the two-stripe mode �frequency range 1200–1600 Hz�,

frequencies that cannot be achieved in conventional fatigue test
machines even under uniaxial stress. This goal can be achieved in
three steps: �1� a topological design procedure, incorporating a
finite element model �FEM�, to characterize the shape of the
specimens for ensuring the required stress state/pattern, �2� a vi-
bration feedback empirical procedure for achieving the high-cycle
fatigue experiments with variable-amplitude loading, and �3� a
yielding procedure for achieving various uniaxial stress ratios.

2 Fatigue Specimen Topology Design

2.1 Uniaxial Fatigue Specimen. The first step to perform
the vibration-based fatigue test is to search for a specimen geom-
etry that possesses a mode shape within the operating frequency
range of the shaker that produces a desirable stress field. A desir-
able stress field has a region of stress that is several times the
magnitude of the maximum stress that occurs along the clamped
edge to prevent fatigue initiating along the clamped edge. Specifi-
cally, for a uniaxial stress state in bending it is required that the
maximum stress state occur along a free edge. A specimen geom-
etry that was found using a topological design procedure devel-
oped by the authors �4–6� that produces such a stress state is a
square plate, clamped and excited along one edge, vibrating in the
mode shown in Fig. 2. In Fig. 2 the nodal degrees of freedom of
the plate finite element model are constrained along the lower

1Author to whom correspondence should be addressed.
Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-

lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manu-
script received October 2002, final manuscript received March 2003. Assoc. Editor:
H. R. Simmons. Paper presented at the International Gas Turbine and Aeroengine
Congress and Exhibition, Atlanta, GA, June 16–19, 2003, Paper No. 2003-GT-
38512.

Fig. 1 Typical Goodman „or Haigh… diagram for Ti-6Al-4V for
107 cycles †3‡
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edge of the model, resulting in a cantilever. The mode shape’s
out-of-plane vibratory motion is shown in the top left frame of
Fig. 2, the corresponding von Mises stress is shown in the top
right frame, the x-direction stress in the lower left frame, and the
y-direction stress in the lower right frame. This mode shape is
typically referred to as the two-stripe mode in reference to this
mode shape’s two nodal lines. These FEM results are for a 4.5-in.
square 0.095-in. steel plate. As seen in the von Mises stress plot at
the top right of Fig. 2, there exists a maximum stress in the plate
that is located at the center of the free end. This location, the
fatigue zone, is where fatigue failure is predicted to occur for this
specimen geometry. Examination of the x and y direction stress
plots in Fig. 2 indicates that the stress in the fatigue zone is
uniaxial in the x direction. This must be the case since the fatigue
zone lies on a free edge.

2.2 Biaxial Fatigue Specimen. A cantilevered geometry
named Winger3, shown in Fig. 3, was identified via the topologi-
cal design process developed in Res. �4–6�. Due to the additional
complexities of designing a biaxial specimen, this topological de-
sign process was performed manually. It is a matter of finding a
plate geometry that has a mode shape with a biaxial stress state
located away from the clamped edge while at the same time the
von Mises stress in this biaxial stress region is at least a factor of
2 higher than the von Mises stress elsewhere in the plate to pre-
vent fatigue failure along the clamped edge.

The FEM analysis of this geometry when constructed from
0.125-in. 6061-T6, called Alumwinger3, is shown in Fig. 4. The
von Mises stress plot at the upper right of Fig. 4 shows that this
geometry has stresses along the clamped edge approximately a
factor of 2 less than that in the fatigue region, which meets our
previously stated goal. An in-phase biaxial bending stress field
with a ratio of �Y /�X�0.59 is developed in the upper center of
the plate as shown by the x and y stress plots in the lower left and
right, respectively, of Fig. 4.

3 Empirical Procedure
Systematic stress control fatigue tests were conducted using the

Unholtz-Dickie 6,000-lb electrodynamic shaker located in the
Turbine Engine Fatigue Facility �TEFF� of the Air Force Research
Laboratory �AFRL� in the Propulsion Directorate �AFRL/PR� at
Wright-Patterson Air Force Base �WPAFB�. The test specimen is
mounted cantilevered to the shaker head as shown in Fig. 5. The
FEM results, as shown in Figs. 2 and 4, were used to locate the
instrumentation on the plate specimens.

The measurement instruments used consist of accelerometers, a
laser vibrometer capable of measuring the velocity or displace-
ment of a point on the specimen, and strain gages. In most cases,
tests are performed using the laser vibrometer for measurement as
this provides the only nonintrusive technique of the available in-
strumentation. However, the velocity signal from the laser must
first be calibrated to the corresponding strain in the fatigue region
of the plate. This is done by running a calibration test with the
plate specimen instrumented with a strain gage placed in the ex-
pected fatigue region.

Data were taken from both the strain gage and from the laser
vibrometer while the specimen was in resonance at various shaker
power settings, or in other words, for various strain levels in the
specimen, which allows for the construction of a strain–laser cali-
bration curve. Note the laser must be positioned at a location that
will not produce an overload or clipping of its amplifier when
exciting the plate at maximum test levels. Once a relationship

Fig. 2 FEM results for square steel plate geometry

Fig. 3 Biaxial specimen Winger3 dimensions

Fig. 4 FEM results for Alumwinger3 „0.125-in. thick 6061-T6…
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between the strain in the fatigue region and the velocity/
displacement of the calibrated laser position is established, a fa-
tigue test may be conducted.

The step test method developed by Maxwell and Nicholas �7�
may be used to determine material endurance limits for a particu-
lar stress ratio R . The stress ratio is defined as R��min /�max ,
where �min and �max are the minimum and maximum stresses in
the fatigue region over a vibratory cycle. For the present situation,
the stress state in the fatigue zone alternates between �� and
�� , or in other words the stress state is fully reversed and R�
�1. This step test technique uses a single specimen to generate an
endurance limit from multiple incremental loading steps using the
following equation:

�A��pr�
N f

10m �� f��pr�, (1)

where �A is the alternating stress to be plotted on a Goodman
diagram, �pr is the alternating stress level of the step previous to
failure, N f is the number of cycles to failure in the final step, � f is
the alternating stress level of the final �failure� step, and 10m gives
the number of cycles you are testing to.

The test is begun at an alternating stress level below that of
where fatigue failure is expected, for the number of cycles of
interest and in consideration of the particular test specimen mate-
rial. After completing the specified number of vibratory stress
cycles without a failure the stress level is increased. The test is
then performed at this new stress level until either failure or the
specified number of cycles is reached. This process is repeated
until failure occurs. Then using the above equation the endurance

limit of the material at the desired number of cycles can be deter-
mined. Essentially, this method is intended to rapidly generate
data for the construction of a Goodman diagram.

The fatigue limit is defined in typical tests, performed using
uniaxial machines, as the point at which the fatigue crack propa-
gates through the specimen and failure occurs. Computations have
shown that the fatigue crack propagation life is only a small frac-
tion of total life when testing at stress levels near the HCF limit
�8�. In the case of vibration-based fatigue testing, a definitive phe-
nomenon such as abrupt failure does not exist. Therefore, in this
technique the fatigue limit is defined at the instance corresponding
to a sudden change in the dynamic response of the plate associ-
ated with the initial stage of fatigue crack development. The de-
velopment of a crack in the specimen changes its stiffness and
hence its resonant frequency. The initiation or development of the
fatigue crack in the uniaxial and biaxial specimens was observed
by the onset of a rapid decrease in the measured velocity for a
given shaker driving frequency and amplitude and it is at this
point that the fatigue limit stress was determined.

During the step method fatigue test, whenever the stress level
dropped approximately 5% below the desired stress level, the
shaker driving frequency and amplitude were adjusted to maintain
the desired resonant mode and amplitude of the plate at the de-
sired stress level. As soon as a crack was identified the shaker
amplitude was left unchanged and the driving frequency was re-
duced as necessary until the plate would no longer excite to the
desired stress level in order to develop the crack to a visible
length. The observed fatigue cracks produced using this techin-
ique were on the order of 1–2 mm in the case of steel specimens
and 0.1 mm in the case of Ti-6Al-4V.

4 Results and Discussion
The materials tested using the vibration-based test method were

steel, 6061-T6 aluminum, and the titanium alloy Ti-6Al-4V. These
materials were not characterized and were used only to demon-
strate the vibration-based test methodology. The steel and
6061-T6 aluminum were chosen as these materials were readily
available within the TEFF Laboratory. The Ti-6Al-4V material
was purchased as a sheet from a commercial supplier and was
manufactured to ASTM B265 specifications. The fatigue results
obtained with these materials should be considered only as dem-
onstrations of the test methodology.

4.1 Uniaxial Fatigue Tests. Using the step test method of
Maxwell and Nicholas described previously, three data points
were obtained for the fatigue limit stress of unnotched mild steel
specimens, in this case at 107 cycles. The natural frequency of the
two-stripe mode for the steel specimen used was approximately
1200 Hz. Therefore, a fatigue test step lasting 107 cycles can be
performed in roughly 2 h 18 min compared to a similar test at 60
Hz, which would take over 46 h. This represents approximately a
20� decrease in test time. The experimental fatigue results for
4.5-in.-square �clamped dimensions�, 0.095-in.-thick �measured

Fig. 5 Experimental setup

Table 1 Steel experimental results for 107 cycles

Plate no. �pr �ksi� � f �ksi� �A �ksi�

OSU#7 30 35 31.6
OSU#8 35 40 36.2
OSU#9 35 40 38.3

Table 2 6061-T6 experimental results for 106 cycles

Plate no. �pr �ksi� � f �ksi� �A �ksi�

Al6 25 30 25.2
Al7 25 30 27.4
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0.093-in.� unnotched steel uniaxial specimens are given in Table
1; note the data also show the scatter that is typical for fully
reversed stress.

The fatigue results for unnotched 4.5-in. square, 0.125-in.-thick
�measured 0.122-in.� specimens of the aluminum alloy, 6061-T6,
were determined using the vibration-based fatigue test method for
106 cycles. These results are shown in Table 2. It should be noted
for this and the following test cases that testing was performed to
106 cycles instead of 107 cycles due to laboratory noise concerns
as well as time constraints due to equipment availability. The
specimen geometry used had a two-stripe mode natural frequency

of approximately 1600 Hz resulting in a fatigue test step lasting
roughly 10 min compared to over 4.6 h to accumulate 106 cycles
for a test machine operating at 60 Hz.

The fatigue result at 106 cycles for a 4.5-in. square, 0.125-in.-
thick �measured 0.117-in.� unnotched specimen of the popular
aerospace titanium alloy, Ti-6Al-4V, is shown in Table 3. The
specimen geometry used had a two-stripe mode natural frequency
of approximately 1500 Hz, resulting in a fatigue test step lasting
roughly 11 min for 106 cycles compared to over 4.6 h for a test
machine operating at 60 Hz.

4.2 Biaxial Fatigue Tests. Biaxial fatigue experiments were
conducted on the Winger3 specimen made of a 6061-T6, 0.125-
in.-thick aluminum sheet, so-called Alumwinger3. Figure 6 shows
a fatigue crack that was developed and propagated significantly in
an Alumwinger3 specimen. Note that the crack propagation direc-
tion is perpendicular to the dominant stress field, in this case the
x-direction stress dominates the y-direction stress as shown in
Fig. 4.

Given the harmonic nature of the specimen resonant response
to the sinusoidal excitation of an electrodynamic shaker, the x to y
stress ratio is proportional and, like in the case of the uniaxial
specimen, fully reversed. To allow for comparison with uniaxial
stress fatigue results, the biaxial fatigue strength results are given
in the form of the von Mises equivalent stress

�equiv�
1

&
���1��2�2���2��3�2���3��1�2, (2)

where �1 , �2 , and �3 are the principal stresses. In the biaxial
case in the fatigue zone of the Alumwinger3 geometry �3�0 and
�1 and �2 are nonzero and experimentally determined from laser
data calibrated to data from a delta rosette strain gage applied at
the fatigue zone. The fatigue results at 106 cycles for two 6061-T6
biaxial test specimens are given in Table 4. The averaged von
Mises equivalent stress biaxial fatigue results are compared to the
previous uniaxial fatigue results average for 6061-T6 and are pre-
sented in Table 5. Table 5 shows that the von Mises equivalent
fatigue strength results for a biaxial stress state are not consistent
and significantly less than that obtained for uniaxial stress.

5 Small Fatigue Crack Identification
The biaxial specimen frequency response showed significant

nonlinear hardening that can be made use of for crack identifica-
tion. The development of a fatigue crack in this case was observed
by a relatively rapid increase in the measured plate velocity ob-
tained with the laser vibrometer quickly followed by a very dis-
crete drop in response as the resonant frequency shifted enough
relative to the driving frequency that the response fell off of the
nonlinear hardening peak. This phenomenon made possible the
identification of a crack in the early initiation stage from this
vibration-based test method that cannot be achieved using other
existing test methods. Figure 7 shows an approximately 0.4-mm-
long series of microcracks that were developed and identified in a
biaxial specimen.Fig. 6 Photograph of cracked biaxial specimen Alumwinger3

Table 3 Ti-6Al-4V experimental results for 106 cycles

Plate no. �pr �ksi� � f �ksi� �A �ksi�

1 75 80 77.5

Table 4 Biaxial fatigue results for 6061-T6 for 106 cycles

Plate no. �pr �ksi� � f �ksi� (�A)equiv �ksi�

4 15 20 18.8
5 15 20 19.4

Table 5 Comparison of uniaxial and biaxial 6061-T6 data for
106 cycles

Average uniaxial fatigue strength �ksi� 26.3
Average biaxial von Mises equivalent strength �ksi� 19.1
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6 Variation of Stress Ratio
To enable the construction of the Goodman diagram for fatigue

design, a methodology was developed to produce fatigue strength
data with variation of stress ratios using the vibration-based test-
ing procedure. In typical uniaxial test machines this is a straight-
forward task. With the flexibility of servohydraulics it is a simple
matter to adjust the mean stress level by commanding the test
machine to apply a static load in addition to the alternating load.
For the situation of simple vibratory motion, as on the TEFF
Laboratory electrodynamic shakers, the stress is fully reversed
and the mean stress is zero.

In this investigation, the idea of using a yielding procedure to
generate residual stresses at the desired locations in a plate speci-
men was explored. The idea is presented as follows. Typically,
yielding tests are conducted on so called dogbone tensile test
specimens or coupons. In this case the yielding takes place
throughout the entire cross section and very little residual stresses
remain after the specimen is unloaded. However, if the yielding
does not occur throughout the entire cross section but rather only
locally, the material surrounding the localized plastic deformation
will try to elastically spring back to establish equilibrium, thus
creating residual elastic strain and therefore residual stresses.
Therefore, by controlling the external loading conditions �magni-
tude, location, and loading area�, desired residual stresses in the

fatigue zone of the uniaxial plate specimen can be achieved to
enable vibration-based fatigue testing at various R ratios.

The TEFF Laboratory’s MTS Systems Corporation 22,000 lb
uniaxial load frame was used for the residual stress producing

Fig. 7 Microphotographs of microcracks in a 6061-T6 biaxial
specimen

Fig. 8 Loading location

Fig. 9 Maximum load y-direction total strain

Fig. 10 Postyield y-direction total strain

Fig. 11 Postyield y-direction stress
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yielding procedure of uniaxial test specimens. This machine is
equipped with MTS 3000-psi hydraulic wedge grips, which can
utilize 1.75-in.-wide diamond face wedges. The design of the hy-
draulic wedge grip limited the useful depth of the uniaxial test
specimen that could be gripped to approximately 1.75 in. Elastic–
plastic FEM analyses were performed to identify the proper loca-
tion to place the grips on the uniaxial test specimen.

The uniaxial plate specimen was modeled using I-DEAS for pre-
and postprocessing and ABAQUS was used for the elastic–plastic
analysis. The 6061-T6 uniaxial test specimen dimensions were
6.5 in.�4.5 in.�0.122 in., nominally. An elastic–plastic analysis
using ABAQUS was performed using a 55�35�4 mesh, 55 ele-
ments across the 6.5-in. span, 35 elements across across the 2.25-
in. half chord, and 4 elements through the 0.122-in. thickness. The
plate was modeled using half-plane symmetry. The material prop-
erties used for the 6061-T6 were E�1.0E�07 psi, ��0.33,
�yield�39900 psi, and the material behavior was assumed to be
elastic, perfectly plastic. Representative grip loads were applied in
the y direction, perpendicular to the long axis of the plate. Figure
8 shows the loading location that produced the desired postyield
residual y-direction tensile stress in the fatigue zone. The
y-direction total strains are shown for both the maximum loading
and the unloaded or post-yielding case in Figs. 9 and 10, respec-
tively. Figure 11 shows the postyield y-direction residual stress
field. The postyield y-direction residual elastic strain and the
y-direction plastic strain are shown in Figures 12 and 13,
respectively.

The total strain field results from the FEM analysis were used
to locate the instrumentation on the plate. Two Micro-
Measurements CEA-05-062UW-350 strain gages were placed as
shown in Fig. 14 along the spanwise centerline of the 6061-T6
plate at 0.96 in. from the right edge and at 0.125 in. from the right,
which is the closest to the edge that the strain gage dimensions
will allow.

Fig. 12 Postyield y-direction elastic strain

Fig. 13 Postyield y-direction plastic strain

Fig. 14 Diagram of strain gage placement Fig. 15 Load–strain history for 6061-T6 specimen 2

Table 6 Experimental load–strain results for the 6061-T6
specimens

Plate no.

Maximum load data
Zero-load residual

strain

Load �lb�

�y
total

�106�
gage 1

�y
total

�106�
gage 2

�y
total

�106�
gage 1

�y
total

�106�
gage 2

1 14500 4271 6925 1240 1710
2 16000 8099 11195 4285 5594
3 14500 gage failed 6824 gage failed 1793
4 16000 8053 11063 4284 5480
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The 0.125-in. location of gage 1 is centered in the fatigue zone
that is created by the two-stripe mode and the 0.96-in. location is
in the region of maximum total strain at the maximum load during
the yielding test. An MTS extensometer was also attached to the
plate edge near the gage 1 location to monitor the strain and to
verify the strain gage readings.

Using the maximum FEM total strain at the gage 2 location as
a target, the yielding procedure was performed on the MTS ma-
chine and loading was adjusted to closely achieve the FEM strain

level. The FEM analysis was then repeated, adjusting the loading
in the FEM until the experimentally measured total strain at the
gage 2 location was matched.

Four plates were yielded using the yielding procedure described
above. The readings at maximum load and at zero load are given
in Table 6.

Figure 15 shows the load versus strain history for 6061-T6,
yielding specimen 2. The extensometer reading agrees well with
the readings from gage 1 and hence only strain readings from the
two strain gages were considered.

In the situation of local yielding, residual stresses remain and
the stress does not necessarily return to zero but follows a similar
stress–strain curve to the solid stress-strain path shown in Fig. 16.
Of course, the strain gages and extensometer measure the total
strain. What is of importance for subsequent vibration-based fa-
tigue testing of the yielded specimens is the value of the residual
elastic strain and hence the residual stress. The only method
readily available to us for separating the elastic strain from the
measured total strain is our previously described elastic–plastic
FEM analysis. The FEM predictions of the residual total strains at
the locations of gages 1 and 2 are given in Table 7. Table 8 lists
the FEM predicted residual tensile stresses at the location of gage
1 which is the fatigue zone for the uniaxial specimen described in
Sec. 2.1.

With our best estimate made for the residual stress in the fa-
tigue zone, vibration-based fatigue tests were conducted of the
yielded 6061-T6 plates. The vibration-based fatigue procedure
used was that described in Sec. 3. Table 9 lists the alternating
fatigue stress results for 106 cycles for the four yielded 6061-T6
plates.

The uniaxial data for the fully reversed case presented in Table
2 are compared with the data for the four yielded plates in Fig. 17.
The Goodman line in Fig. 17 represents the average of the fully
reversed experimental data connected through the ultimate tensile
strength of 6061-T6 specimens. Figure 17 shows that the tech-
nique of using a local yielding procedure to produce a residual
stress field, enabling vibration-based testing at various R ratios,
has promise. Further investigation is required to determine if the
yielding procedure has affected the fatigue life of the 6061-T6
material.

Fig. 16 Total, elastic, plastic strains and residual stress

Fig. 17 Goodman diagram for 6061-T6 for 106 cycles from
vibration-based test data

Table 7 FEM load–strain results for the 6061-T6 specimens

Plate no.

Maximum load data
Zero-load

residual strain

Load �lb�

�y
total

�106�
gage 1

�y
total

�106�
gage 2

�y
total

�106�
gage 1

�y
total

�106�
gage 2

1 12759 3180 6925 260 2525
2 13875 5970 11195 2700 5600
3 12683 3000 6824 240 2380
4 13861 5500 11063 2720 5530

Table 8 FEM residual stress estimates for the 6061-T6 speci-
mens

Plate no. �y
residual �ksi�

1 6.75
2 10.5
3 6.50
4 10.4

Table 9 Alternating fatigue results for 6061-T6 for 106 cycles
from vibration-based test data

Plate no. �pr �ksi� � f �ksi� �A �ksi�

1 20 25 22.7
2 17.5 20 18.6
3 22.5 25 23.4
4 17.5 20 18.6
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7 Conclusions
The test method described in this paper will allow aerospace

material fatigue properties to be characterized at greatly reduced
savings in both time and cost. Fatigue testing to 107 cycles can be
accomplished in only a few hours compared to the tens of hours
required of typical/conventional fatigue test machines. This
vibration-based method is capable, through proper specimen de-
sign, of generating both uniaxial and biaxial data. A promising
technique was developed to produce residual stress enabling
vibration-based fatigue testing at various stress ratios. The perfor-
mance of the technique for achieving various stress ratios was
demonstrated with experimental results from 6061-T6 aluminum
plate specimens. The resulting fatigue data at various stress ratios
have been used to construct the important Goodman diagram for
fatigue design.
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Case Studies of Fatigue Life
Improvement Using Low Plasticity
Burnishing in Gas Turbine Engine
Applications
Surface enhancement technologies such as shot peening, laser shock peening, and low
plasticity burnishing (LPB) can provide substantial fatigue life improvement. However, to
be effective, the compressive residual stresses that increase fatigue strength must be re-
tained in service. For successful integration into turbine design, the process must be
affordable and compatible with the manufacturing environment. LPB provides thermally
stable compression of comparable magnitude and even greater depth than other methods,
and can be performed in conventional machine shop environments on CNC machine tools.
LPB provides a means to extend the fatigue lives of both new and legacy aircraft engines
and ground-based turbines. Improving fatigue performance by introducing deep stable
layers of compressive residual stress avoids the generally cost prohibitive alternative of
modifying either material or design. The x-ray diffraction based background studies of
thermal and mechanical stability of surface enhancement techniques are briefly reviewed,
demonstrating the importance of minimizing cold work. The LPB process, tooling, and
control systems are described. An overview of current research programs conducted for
engine OEMs and the military to apply LPB to a variety of engine and aging aircraft
components are presented. Fatigue performance and residual stress data developed to
date for several case studies are presented including the following. (1) The effect of LPB
on the fatigue performance of the nickel based super alloy IN718, showing the fatigue
benefit of thermal stability at engine temperatures. (2) An order of magnitude improve-
ment in damage tolerance of LPB processed Ti-6-4 fan blade leading edges. (3) Elimina-
tion of the fretting fatigue debit for Ti-6-4 with prior LPB. (4) Corrosion fatigue mitiga-
tion with LPB in Carpenter 450 steel. (5) Damage tolerance improvement in 17-4 PH
steel. Where appropriate, the performance of LPB is compared to conventional shot
peening after exposure to engine operating temperatures. �DOI: 10.1115/1.1807414�

Introduction
LPB is a new method of surface enhancement �1–4� that pro-

vides deep stable surface compressive residual stresses with little
cold work for improved fatigue, fretting fatigue, and stress corro-
sion performance even at elevated temperatures where compres-
sion from shot peening relaxes �5�. LPB surface treatment is ap-
plied using conventional multi-axis CNC machine tools for
unprecedented control of the residual stress distribution developed
through modification of the pressure, feed, and tool characteris-
tics. The resulting deep layer of compressive residual stress has
been shown to improve high cycle fatigue �HCF� and low cycle
fatigue �LCF� performance and foreign object damage �FOD� tol-
erance �6,7�. Achieving deep compression with low cold work
��5%� reduces relaxation of the protective compressive layer ei-
ther thermally during exposures at service temperatures, or me-
chanically due to overload or impact, as in FOD. Both thermal
and mechanical relaxation occur in the cold worked surfaces pro-
duced by conventional shot peening of titanium �7� and nickel
alloys �5,6�.

The LPB tooling and process are described and the protocol for
use of LPB in fatigue-critical design is presented. LPB has been
applied to titanium, iron, and nickel based aero-turbine engine
alloys to improve damage tolerance in compressor sections by an

order of magnitude and to improve high and low cycle fatigue
performance in hot turbine sections. In addition to turbine engine
components, this novel technology has been shown to have poten-
tial applications in aging aircraft structures, nuclear waste-
material containers, biomedical implants and welded joints. This
paper attempts to present a brief overview of the fatigue and dam-
age tolerance improvement achievable with LPB in aero engine
components.

The Low Plasticity Burnishing „LPB… Process. LPB is a
method of CNC controlled burnishing designed to produce a deep
layer of highly compressive residual stress with a minimum
amount of cold working, or plastic deformation. Residual com-
pressive stresses approaching the material yield strength are de-
veloped using a series of passes of a freely rotating ball tool
producing an accumulated plastic strain, or cold work, level of
less than 3% to 5%. In contrast, the multiple random shot impacts
of conventional shot peening produce cold work levels ranging
from 20% to over 100%, leaving a severely deformed surface
layer with a high dislocation density that adversely affects the
thermal and mechanical stability of the compressive layer �5,7�.

Unlike LPB, conventional roller and ball burnishing utilize a
hard wheel tool or fixed lubricated ball pressed into the surface of
an axisymmetric work piece with sufficient force to deform the
near surface layers, usually in a lathe. Burnishing is performed
with multiple passes, usually under increasing load, to improve
surface finish and to deliberately cold work the surface. Roller and
ball burnishing have been studied in Russia and Japan, and were
applied most extensively in the USSR in the 1970s. Various bur-
nishing methods are used, particularly in Eastern Europe to im-
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prove fatigue life. Improvements in HCF, corrosion-fatigue, and
stress corrosion cracking are documented, with fatigue strength
enhancement attributed to improved finish, the development of a
compressive surface layer, and the increased yield strength of the
cold worked surface �8–13�. Optimum forces and rolling param-
eters were established to minimize roughness and/or maximize
surface hardening �14–17�. Analytical models to predict the re-
sidual stresses have been attempted in England �18� and France
�19�. ‘‘Deep rolling’’ employs either roller tools or a partially
hydrostatically supported burnishing ball, but differs from LPB in
the use of higher loads and cold work levels, tool design, and
control. X-ray diffraction line broadening and micro-hardness re-
veal that deep rolling produces even more cold work than shot
peening �20–22�.

The basic LPB tool is comprised of a ball that is supported in a
spherical hydrostatic bearing as shown in Fig. 1. The tool can be
held in any CNC lathe or mill. The machine tool coolant is used to
pressurize the bearing with a continuous flow of fluid to support
the ball. The ball does not contact the bearing seat, even under
load. The ball is loaded normal to the surface of a component with
a hydraulic cylinder that is in the body of the tool. LPB can be
performed in conjunction with chip forming machining operations
in the same CNC machine tool.

The ball rolls across the surface of a component in a pattern
defined in the CNC code, as in any machining operation. The tool
path and normal pressure applied are designed to create a distri-
bution of compressive residual stress. The form of the distribution
is designed to counter applied stresses and optimize fatigue or
stress corrosion performance. Since there is no shear being ap-
plied to the ball, it is free to roll in any direction. As the ball rolls
over the component, the pressure from the ball causes plastic de-
formation to occur in the surface of the material under the ball.
Since the bulk of the material constrains the deformed area, the
deformed zone is left in compression after the ball passes. No
material is removed during the process. The surface is perma-
nently displaced inward by only a few ten-thousandths of an inch
�0.002–0.015 mm� �0.0001–0.0006 in.�. LPB smoothes surface as-
perities leaving an improved surface finish that can be better than
5 �in., RA. Dual sided LPB processing of a 17-4 PH compressor
blade with caliper tooling and a larger finished Ti-6-4 blade are
shown in Figs. 2�a� and 2�b�.

X-ray Diffraction, Residual Stress and Cold Work Determi-
nation. XRD residual stress measurements were made employ-
ing a sin2 � technique and the diffraction of the appropriate radia-

tion. It was first verified that the lattice spacing was a linear
function of sin2 � as required for the plane stress linear elastic
residual stress model �23–26�.

Measurements were made as a function of depth by incremental
electropolishing to the final depth shown. The residual stress mea-
surements were corrected for both the penetration of the radiation
into the subsurface stress gradient �27� and for stress relaxation
caused by layer removal �28�.

The value of the x-ray elastic constants required to calculate the
macroscopic residual stress from the crystal lattice strain were
determined in accordance with ASTM E1426-91 �29�. Systematic
errors were monitored per ASTM specification E915.

The K�1 peak breadth was calculated from the Pearson VII
function fit used for peak location during macroscopic stress mea-
surement �30�. The percent cold work was calculated using an
empirical relationship established between the material cold work-
ing �true plastic strain� and the K�1 line broadening �31�. The
percent cold work is a scalar quantity, taken to be the true plastic
strain necessary to produce the diffraction peak width measured
based on the empirical relationship.

Thermal Stability of LPB Residual Stress Distributions
Surface enhancement methods introduce a layer of compression
on the surface of a component to enhance HCF performance or to
mitigate the fatigue or stress corrosion debit caused by pitting
corrosion, FOD, or other surface damage. Historically, shot peen-
ing �SP� has been widely used to significantly improve HCF per-
formance. However, the heavy surface cold work, surface rough-
ness, and potential surface damage associated with SP limit the
range of application. The high degree of cold work produced by
SP leads to both thermal and mechanical relaxation �5,7�, and may
leave the surfaces more prone to corrosion related damage. In
contrast, LPB inherently produces little cold work in developing a
deep layer high compression. LPB processing parameters �includ-
ing ball size, type, applied pressure/vertical displacement, lateral
velocity, feed, work piece mechanical properties, etc.,� are devel-
oped for a given material and geometry using x-ray diffraction
measurement of residual stress and cold work distributions. Dis-
cussion of the LPB parameter development is beyond the scope of
this paper.

Depending on the LPB process parameters and material char-
acteristics, the residual stress state and the corresponding percent
cold work �both depth profile and surface distribution� vary as
functions of position. A large database has been developed to
document these distributions for a variety of structural engineer-
ing materials of interest to aerospace, automotive, nuclear, and
biomedical applications. A typical set of residual stress and corre-
sponding percent cold work depth profiles for IN718 are shown in
Fig. 3. The effects of thermal exposure to 525 and 600°C on the
residual stress profiles are included. For the sake of comparison,
typical results from shot peened �SP� surfaces given the same
thermal exposure are included in these figures. Similar thermal
relaxation studies have been conducted in many other material
systems of interest to the turbine engine industry. Figure 4 shows
the relaxation effects in LPB processed Ti-6Al-4V after exposure
to 425°C.

In the IN718 example, it is seen that the LPB process achieved
compression to a depth exceeding 1 mm �0.04 in.�, reaching a
maximum of nominally �1100 MPa ��159.6 ksi� at nominally
250 �m �0.01 in.� with less than 5% cold work through the com-
pressive zone. In contrast, SP produced a depth of compression
less than 250 �m �0.01 in.� with over 60% cold work on the
surface. Retention of surface compression is important in HCF
where suppression of surface fatigue initiation typically governs
life. After 100 hours of exposure to 525°C, the LPB processed
material showed very little relaxation of residual stress at the sur-
face, while the SP processed material lost surface compression
from over �800 MPa ��116 ksi� to under �100 MPa �14.5 ksi�.
This stress relaxation is attributed to the heavy cold work experi-
enced by SP, leading to rapid recovery and stress relaxation during

Fig. 1 LPB schematic
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thermal exposure �5�. Similar thermal relaxation data have been
obtained for LPB and SP in a number of Ti, Fe and Al alloys and
similar response to thermal exposure have been observed �6,7�.
Using larger tools and higher pressures, compression up to 8 mm
�0.3 in.� depth has recently been achieved in stainless steel welded
plates.

Fatigue Testing. HCF tests were conducted on specially de-
signed test specimens to simulate the service conditions of the
components. For this purpose, thick section �9.5 mm �0.37 in.��
specimens with trapezoidal cross section �designed for testing
highly compressive surfaces� or a blade-edge feature cross section
were tested under a four-point bending load with the capability to
vary applied R ratios (�min /�max). Crack propagation for the thick
section samples was from the surface through the depth of the
compressive layer. Blade-edge samples were processed to produce
through-thickness compression and tested with the crack propa-
gating from the edge, perpendicular to the processed surfaces. In
most instances, an R ratio of 0.1 was used to simulate the high
mean load common to rotating turbine components. HCF tests
were run at a frequency of 30 Hz to either failure or a run-out
condition of 2.5�106 cycles.

Engine operating conditions were simulated in several ways.

For example, typical FOD conditions were simulated by either
pressing an indentation, machining a notch, or using electro-
discharge machining �EDM�. To simulate exposure to engine tem-
peratures, specimens were typically exposed to engine operating
temperatures for a fixed time before HCF testing to allow thermal
relaxation. Active corrosion was simulated by wrapping pads
soaked in corroding media around the samples for the duration of
the test. Fretting fatigue was simulated using a specially designed
‘‘bridge’’ fretting fixture with variable fretting normal loads �Fig.
13�.

Effect of LPB on HCF Performance and FOD Tolerance.
The thick section HCF results for IN718 presented in Fig. 5 show
a substantial increase in the HCF endurance limit, or fatigue
strength at 2�106 cycles for LPB over shot peening for either 525
or 600°C exposure for 100 h. The similar fatigue performance for
shot peening followed by either 525 or 600°C exposure is attrib-
uted to the near uniform relaxation of the surface compression
seen in Fig. 3 after exposure to either temperature. The endurance
limit is typically associated with surface residual compression
governing the initiation of fatigue cracks while fatigue strength in
the finite life regime is dominated by crack growth through the
depth of the compressive layer left by surface enhancement.

Fig. 2 „a… 17-4 PH compressor blade being processed on the leading edge „LE… with an
LPB caliper tool to improve FOD tolerance; „b… Ti-6-4 fan blade LPB processed along the
lower LE. The hole near tip was made for HCF testing in cantilever bending „see Fig. 8….
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The difference in the ability of the two surface enhancement
methods to resist FOD either in the form of a single indentation or
a sharp notch is shown in Fig. 6. The endurance limit is reduced
from nominally 700 to 300 MPa �101. to 43.5 ksi� by either form
of damage. The deep compressive layer produced by LPB is more
effective in retarding crack growth, even after thermal exposure,
because of the minimal thermal stress relaxation and the greater
depth of the compressive layer. Although considerable scatter is

evident in the LPB�FOD data �which is attributed to variability
in the FOD damage� all of the specimens treated by LPB have
fatigue strengths and lives superior to that of shot peening even
without FOD.

HCF data for thick section Ti-6Al-4V shows similar trends in
Fig. 7. The HCF results presented in this figure show a 38%
increase in the endurance limit for LPB ��620 MPa ��90 ksi��
compared to shot peening �	448 MPa �	65 ksi�� after exposure
to 425°C �795°F� for 10 h. The increased endurance limit after
surface enhancement is generally associated with surface com-
pression delaying the initiation of fatigue cracks at the surface.
The reduced HCF strength of the highly cold worked shot peened
condition is attributed to the complete loss of surface compression
after even a brief elevated temperature exposure.

Improved Damage Tolerance in Aero Engine Components.
LSP of the leading edges of fan and compressor blades improves
damage tolerance, in terms of FOD depth, by at least an oder of
magnitude. The high magnitude through-thickness compression
achieved by LSP retards both fatigue crack initiation and growth,
but requires expensive specialized laser systems. LPB has been

Fig. 3 Residual stress and cold work depth profiles for IN718
before and after exposure to service temperature of 525 and
600°C for 100 h

Fig. 4 Thermal relaxation of shot peened „8 A, 400%… and LPB
processed Ti-6Al-4V after 795°F „425°C… for 10 h

Fig. 5 High cycle fatigue performance of shot peened „8 A,
400%… and LPB processed thick section IN718 after 100 h, ex-
posures at 525 and 600°C

Fig. 6 HCF tolerance of dull and sharp FOD after elevated tem-
perature exposure simulating engine environments for shot
peened „8 A, 400%… and low plasticity burnished „LPB… thick
section IN 718
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investigated as a means of inducing through-thickness leading
edge compression for improved damage tolerance in first stage
Ti-6-4 fan blades. Fatigue performace was assessed by testing
actual fan blades with controlled depth simulated leading edge
FOD.

To establish the appropriate depth of simulated FOD, size and
location distributions of service generated FOD were documented
for used blades. Service induced FOD on the leading edge ranged
from 0.005 mm �0.0002 in.� to less than 0.50 mm �0.02 in.� deep.

Ninety percent of FOD depths observed were less than 0.05 mm
�0.002 in.�. Blades are currently removed for re-work or replace-
ment if FOD 0.13 mm �0.005 in.� deep is found durng inspection.
Conservatively, 0.50 mm was chosen as the minimum depth for
FOD to be induced in blades for this study. Simulated FOD 0.5
mm �0.02 in.� and 1.2 mm �0.05 in.� in depth was created by
machining 60° ‘‘V’’ notches in blades in the leading edge location
at which maximum stress occurred during fatigue loading.

LPB processing CNC code was designed and LPB parameters
developed to create through-thickness compression of nominally
�689 MPa ��100 ksi� from the blade leading edge to a nominal
distance of 6.4 mm �0.25 in.� chord-wise from the leading edge.
The extent of the LPB zone running along the leading edge, from
the midspan damper to the platform, may be seen clearly as the
region of improved surface finish in Fig. 2�b�.

Fatigue comparisons were made using used blades as test speci-
mens cantilever loaded at R�0.1 to simulate the high mean load
imposed on the leading edge during service in a rotating engine,
as shown in Fig. 8. The S-N curves developed are shown in Fig. 9.
In the absence of FOD, LPB processing increased fatigue strength
by nominally 207 MPa �30 ksi� over nonprocessed blades, and
approached the material yield strength. In all but one instance,
LPB processed blades tested without FOD at such high stress
levels failed outside the most highly stressed LPB-processed area,
usually in the dovetail region.

Introduction of 0.5 mm �0.02 in.� deep simulated FOD in non-
LPB blades reduced the fatigue strength 65% from 689 to 241
MPa �100 to 35 ksi�. Introduction of the same 0.5 mm �0.02 in�
FOD after LPB processing resulted in fatigue strength equal to
that of non-LPB processed blades without FOD. FOD 1.27 mm
�0.05 in.� deep after LPB reduced the fatigue strength to 620 MPa
�90 ksi�, only 10% less than the strength of unprocessed blades.

Similarly, Fig. 10 shows the beneficial effects of LPB in miti-
gating HCF damage and improving FOD tolerance in a Ti-6-4 low

Fig. 7 HCF performance of thick section Ti-6-4 after SP and
LPB surface treatments with and without the presence of a 250
�m „0.01 in.… FOD after exposure to service temperatures

Fig. 8 Photograph showing the cantilever-loading fixture for fatigue testing of the first
stage fan blade. Note the LPB patch along the „upper… leading edge of the blade.

Journal of Engineering for Gas Turbines and Power OCTOBER 2006, Vol. 128 Õ 869

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pressure vane LPB processed to produce nominally �689 MPa
�100 ksi� through-thickness compression on the loaded edge. The
vanes were tested in cantilever loading conditions similar to the
test methods used for the fan blades shown in Fig. 8. The fatigue
strength of the LPB processed vanes �even in the presence of a 0.5
mm �0.02 in.� FOD� approached the tensile yield strength of the
material.

The high compression developed by LPB improves fatigue
strength with and without FOD by retarding both crack initiation
and growth. However, the benefit is most evident with surface
damage present. The through-thickness compression superim-
posed upon the applied tensile stress shifts the mean stress toward
or into compression, resulting in a higher allowed alternating
stress. Fracture mechanics based fatigue life analysis using the
AFGROW code confirms that for an edge crack growing in a thin
plate through a zone of through-thickness compression, the endur-
ance limit is nominally equal to the magnitude of compression
present, and the depth of damage �crack� tolerated is approxi-
mately equal to the width of the zone of through-thickness com-
pression �measured from the edge.�

Damage Tolerance Improvements in 17-4 PH Stainless
Steel. Figure 11 shows the HCF performance of thick section

17-4 PH stainless steel. In this plot, the base-line data �low-stress
ground and buffed surface condition� is compared with HCF data
for shot peened and LPB conditions. The base-line fatigue
strength is 930 MPa �135 ksi�, only slightly lower than the 965
MPa �140 ksi� strength of the shot peened condition. In contrast,
LPB produced a fatigue strength �in bending� of 1240 MPa �180
ksi�, exceeding the material’s tensile yield strength �1033 MPa
�150 ksi�� due to the introduction of residual compression on the
order of the yield strength.

The HCF performance without LPB dropped dramatically when
0.25 mm �0.01 in.� deep by 0.76 mm �0.03 in.� long FOD was
introduced by EDM. As seen in Fig. 11, SP and the base-line
fatigue strengths with FOD were only 276 MPa �40 ksi� and 172
MPa �25 ksi�, respectively. With the same FOD, the fatigue
strength of LPB surface treated specimens was nominally 1033
MPa �150 ksi�, comparable to the strength of the base-line mate-
rial without FOD.

Mitigation of Corrosion Damage in Turbine Engine Alloys.
Turbine engine components can be seriously affected by the pres-
ence of corrosion environments leading to pitting and significant
debit in HCF lives. Salt spray corrosion pits are a common fatigue
crack initiation site in ferritic stainless steels. Salt corrosion pit-
ting can result from exposure to a marine atmosphere or steam
turbine environments. Pitting depths, and the corresponding stress
intensity factor, depend upon the time of exposure, temperature,
and the service environment of the turbine engine. Salt pit corro-
sion typically reduces the endurance limit to nominally half of the
uncorroded value. The effects of corrosion are often further exac-
erbated by the presence of FOD or erosion.

The effect of active corrosion �during fatigue cycling� on HCF
behavior was monitored by exposing the thick section bend speci-
mens to a corrosive medium during fatigue tests. A chemical-free
absorbent pad soaked in an acidic salt solution �3.5 wt % NaCl,
pH 3.5� was taped to the gauge section of the specimens and
sealed to prevent evaporation with a thin plastic film. All other test
conditions were as described earlier for studying thick-section
HCF behavior. The effects of LPB on the active corrosion fatigue
performance of Custom 450 stainless steel are presented in Fig.
12.

The low-stress ground base-line fatigue strength, tested in acid
salt solution without FOD, was nominally 689 MPa �100 ksi�. The
base-line fatigue strength with 0.25 mm �0.01 in.� FOD was only
69 MPa �10 ksi�. In comparison, the LPB treated samples had
fatigue strengths of over 1102 MPa �160 ksi� in the corrosive

Fig. 9 Effect of LPB in mitigating HCF and FOD damage in
Ti-6-4 fan blades

Fig. 10 Effect of LPB in mitigating HCF and FOD damage in a
Ti-6-4 low pressure vane „LPV…

Fig. 11 HCF performance of thick-section 17-4 PH stainless
steel with 0.25 mm „0.010 in.… FOD for base line, shot peened
and LPB surfaces
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environment alone, and 861 MPa �125 ksi�, well above the base-
line condition without FOD, with 0.25 mm �0.01 in.� FOD. Al-
though full S-N curves were not generated, when FOD depth was
increased to 0.50 mm �0.02 in.� and 0.76 mm �0.03 in.�, the fur-
ther debit in HCF performance was minimal.

Mitigation of Fretting Fatigue Damage in Ti-6Al-4V. Fret-
ting damage and the resulting HCF performance debit can reduce
the HCF strength by 50% and limit the life of turbine engine fan
and compressor dovetail joints. Fretting occurs where component
surfaces are pressed into physical contact under loading condi-
tions that produce small relative movement. Shallow shear stress
cracks initiated at the edges of the fretting scars can grow in mode
I to failure.

Controlled fretting damage HCF tests were conducted on thick
section Ti-6-4 to determine whether a deep layer of high residual
compression produced by LPB could arrest the fretting induced
shear cracking and prevent mode I propagation to failure, improv-
ing the fretting fatigue strength. Fretting damage was introduced
into two sets of HCF samples both by pre-fretting the sample prior
to fatigue testing �to introduce prior damage�, and by fretting dur-
ing testing. Fretting damage was produced by pressing two Ti-6-4
alloy cylindrical rods with a 6.3 mm �0.25 in.� diameter into the
active gage surface of the fatigue specimen gage section using a
bridge device to hold the rods. The rods were pressed into the
fatigue specimen with a constant load of approximately 33.7 N
�150 lbs� �i.e., 16.8 N per rod�, producing a nominal contact stress
of approximately 462 MPa �67 ksi�. The fretting fixture was in-
strumented with strain gages and calibrated to record the normal
load during testing. Figure 13 shows a photo of the fretting fixture
positioned on a fatigue specimen.

The fretting fatigue results for thick section Ti-6-4 are shown in
Fig. 14. Specimens were surface treated, exposed to simulated
engine temperatures �375°C for 10 h� and then subjected to fret-
ting fatigue at room temperature. The fatigue strength for elec-
tropolished base-line Ti-6-4 tested at R�0.1 in four-point bending
is nominally 482 MPa �70 ksi�, which decreased drastically to
about 172 MPa �25 ksi� when subjected to fretting. Compressive
residual stresses from shot peening provide significant benefit in
restoring the fatigue strength to 413 MPa �60 ksi�, nearly the
base-line strength. In comparison, LPB produced nearly full res-
toration at 482 MPa �70 ksi�. All but two LPB specimens tested at
high stress levels �758 and 827 MPa �110 and 120 ksi�� failed
outside of the LPB zone or sub-surface, with crack initiation from
defects just below the compression zone, and not in the fretting
scars.

Summary
The life of turbine engine and power systems is limited by

fatigue, FOD, corrosion fatigue and fretting fatigue. Even small
FOD, corrosion pits, or other surface damage can nucleate fatigue
failures with catastrophic consequences. The cost of inspection
and maintenance required to avoid fatigue failures is estimated in

Fig. 12 Corrosion fatigue performance of Custom 450 stain-
less steel with FOD in acidic salt solution and FOD from 0.25
mm „0.010 in.… to 0.76 mm „0.030 in.…

Fig. 13 Photograph of the fretting fixture showing the top two fretting rods
clamped onto the top surface of the thick section HCF specimen
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the billions of dollars annually. Design or material changes gen-
erally provide only limited fatigue improvement at huge cost. Sur-
face enhancement by LPB provides a thermally stable deep layer
of compressive residual stress that can dramatically improve fa-
tigue performance of turbine alloys without altering either alloy or
design.

As summarized in this paper, the deep compression from LPB
has been shown to resist thermal relaxation at turbine operating
temperatures far better than conventional shot peening. The deep
layer of compression has been shown to completely mitigate FOD
up to 0.25 mm �0.01 in.� deep in Ti-6-4, IN718 and 17-4 PH.
Damage 1.27 mm �0.05 in.� deep can be tolerated in Ti-6-4 blade
edges. The corrosion fatigue strength of Carpenter 450 and fret-
ting fatigue performance of Ti-6-4 can be substantially improved.
Performance studies of other alloys are in process with compa-
rable initial results.

LPB can be performed on conventional CNC machine tools in a
conventional machine shop environment either in original manu-
facturing or during overhaul and repair. Residual stress distribu-
tions designed to cancel applied tension can be induced into the
component surface to provide optimal fatigue performance at
costs comparable to conventional machining. LPB offers the tur-
bine designer a means, in addition to material selection and de-
sign, to improve turbine component performance and life at re-
duced operating costs.
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Nomenclature

LPB � Low plasticity burnishing
SP � Shot peening

HCF � High cycle fatigue
EDM � Electrical-discharge machining
FOD � Foreign object damage
CW � Cold work
RS � Residual stress

XRD � X-ray diffraction
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�29� Prevéy, P. S., 1977, ‘‘A Method of Determining Elastic Properties of Alloys in
Selected Crystallographic Directions for X-Ray Diffraction Residual Stress
Measurement,’’ Advances in X-Ray Analysis, Plenum, New York, 1977, Vol.
20, pp. 345–354.
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Constrained Optimization of Gas
Turbine Tilting Pad Bearing
Designs
This paper presents the constrained optimization of the tilting pad bearing design on a
gas turbine rotor system. A real coded genetic algorithm with a robust constraint han-
dling technique is used as the optimization method. The objective is to develop a formu-
lation of the optimization problem for the late bearing design of a complex rotor-bearing
system. Furthermore, the usefulness of the search method is evaluated on a difficult
problem. The effects considered are power loss and limiting temperatures in the bearings
as well as the dynamics at the system level, i.e., stability and unbalance responses. The
design variables are the bearing widths and radial clearances. A nominal design is the
basis for comparison of the optimal solution found. An initial numerical experiment
shows that finding a solution that fulfills all the constraints for the system design is likely
impossible. Still, the optimization shows the possibility of finding a solution resulting in a
reduced power loss while not violating any of the constraints more than the nominal
design. Furthermore, the result also shows that the used search method and constraint
handling technique works on this difficult problem. �DOI: 10.1115/1.2179463�

1 Introduction
During a late design stage, much of the dynamics of a rotor-

bearing system are already determined by earlier design decisions.
At this point it may, for example, be difficult to change the rotor
geometry since this affects the function of the machine. However,
the bearing design is easily changed even at a late stage. The
bearing design has an important impact on the system dynamics,
e.g., stability. Its design is often an iterative process and opens the
possibilities for efficient use of optimization methods.

Optimizations of a single bearing design have been performed
in many papers, see, for example, �1�. Optimizations of the dy-
namics of rotor-bearing systems with rotor dimension parameters
and bearing stiffness coefficients as design variables have also
been studied, e.g., �2,3�. The authors of this paper believe that
optimizing bearing design and system dynamics separately will
not result in optimal system performance. This is because the
dynamics of the whole system is closely coupled to the bearing
design. Recent studies with bearing design parameters as design
variables and system dynamics as the target have been done in
�4–6�. In �4,5�, the optimization was performed on a single rotor
supported on two bearings �two-lobe type�, with no information
being provided on the bearing model. The rotor weight, natural
frequency, and damping of a single mode were considered. In �6�,
a generator with three bearings was studied. A bearing database
was used, and several modes were considered.

This paper presents the optimization of four titling pad bearings
in a rotor system, including gas turbine, intermediate shaft, and
gear. The objective is to minimize power loss with constraints on
bearing temperatures and stability. The amplitudes for several un-
balance response cases are also introduced as constraints. The
bearing widths and radial clearances are chosen as design vari-
ables since these may be subject to changes in the late stage of the
design. Nonlinear bearing analyses are performed within the op-
timization loop. This is a highly constrained problem where noth-
ing is known about the shape of the objective function or the
constraints. The global optimum is of interest, and local search

efficiency is of secondary importance. Therefore, a real coded
genetic algorithm �GA� �7� with the constraint handling method
proposed by Angantyr et al. �8� is used. In �4–6,9,10�, GAs were
used in the design of simpler rotor-bearing systems. The main
objective of this paper is to develop an optimization problem for-
mulation for a case with an industrial degree of complexity. The
second objective is to evaluate usefulness of the search method.

A well-developed and mature nominal design of the rotor-
bearing system exists. However, the nominal design is not feasible
since some of the constraints are unfulfilled. By definition, a fea-
sible design is a design that satisfies all constraints. If a feasible
design cannot be found, the paper should answer whether a better
design than the nominal at least exists. The problem is, generally
speaking, to be regarded as difficult. The problem formulation is
specific for this particular case. However, it might inspire others
working on similar problems. The used search method and con-
straint handling technique are generally and widely applicable and
should therefore be of interest to a broad audience.

Bearing and system dynamics analyses are presented in Sec. 2.
The objectives and constraints for the system design are defined in
Sec. 3. An initial numerical experiment is explained in Sec. 4. The
purpose of this experiment is to gain a better insight into the
parameters possible effect on the system. The actual optimization
problem is formulated in Sec. 5, and the results of the numerical
experiment and optimization are given in Sec. 6. Finally, some
concluding remarks are given.

2 Model and Analysis Approach
This section describes the dynamical analyses and models. A

schematic sketch of the 43 MW gas turbine rotor-bearing system
is found in Fig. 1. The compressor shaft is coupled via an inter-
mediate shaft to the pinion wheel in the gear �left side in Fig. 1�.
The total weight of the rotor is 8800 kg, and the total polar inertia
is 778 kg m2. The gas turbine normally operates at 6608 rpm.

The bearing stiffness and damping properties are nonlinear, but
a linear bearing model is used in the dynamical analyses of the
rotor-bearing system. Hence, the bearings are described by eight
stiffness and damping coefficients �11�. The rotor is discretized
into 366 elements. For the dynamical analyses, an in-house code
based on the transfer matrix method �12� and a sub-structuring
method is used. The bearing supports 1 and 2 are described by
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simple mass-spring models. The gas turbine stator is described by
its modal properties resulting from a finite element method �FEM�
modal analysis of the complete stator. Hence, there is a coupling
between bearing supports 3 and 4 in the dynamical analysis
model. A modal damping ratio of 3% is assumed for the stator
modes. Complex eigenvalue analyses �stability� and steady-state
unbalance response analyses are performed in the optimization.

The bearings are hydrodynamical journal bearings of the tilting
pad type. The bearings are analyzed under stationary conditions.
For this purpose, a code based on ALP3T �13� is used. Typical
output from the bearing analyses are eccentricity and attitude
angle that define the center of the shaft. Other results are the linear
stiffness and damping coefficients, power loss, maximum pad sur-
face temperature, etc. In these analyses, a temperature-dependent
viscosity model is used with similar fluid properties to an ISO
VG32 oil. Figure 2 defines the bearing geometry.

The rotational direction is indicated by �. R defines the radius
of each lobe; r defines the radius of the shaft. The preset distance
for each lobe is t. Hence, the radial clearance is defined as �R
=R−r− t. The width of the bearing is B. The geometry of the
lobes is defined by the angles �1, �2, and �3. The applied static
load is F, and � defines the direction of the force. For gravitational
load only, the angle � is zero. Observe that this is not the case if
the gas turbine transfers a torque load. The contact forces in the
gear then give rise to static loads in other directions. The geom-
etry for the nominal design of the four bearings is given in
Table 1.

The dynamical analyses of the system are linear, but the bearing
analyses are nonlinear. The computational time required at the
present date on a standard PC for the linear dynamical analyses is
a few seconds, whereas the time required for a single bearing
analysis is tens of seconds.

3 Design Objectives and Constraints
The objectives and constraints for the design of the rotor-

bearing system are defined in this section. Clearly there exist sev-
eral objectives for the system design that will not be considered
here. The focus for this work is the optimization of the bearing
designs. Therefore, only the objectives and constraints affected by
the bearing designs will be defined.

3.1 Bearing Design. A target for the overall design of the gas
turbine is to achieve a high efficiency. The bearings should obvi-
ously be designed for minimal power losses. This will be the
objective of the problem formulation in Sec. 5.

It is important that the white metal on the pad surfaces in the
bearings does not become too warm. Therefore, the bearing de-
signs are constrained by the maximum allowed pad surface tem-
perature. A function describing the feasibility with respect to the
bearing surface temperature constraints is formulated as

T�x� = �
p=1

4

max�0,
Tp − Tp

L

Tp
L � �1�

Tp is the maximum bearing surface temperature for bearing No. p
at normal operating conditions. Tp

L is the maximum allowed bear-
ing surface temperature for bearing No. p. Equation �1� gives a
zero value for a design x having all temperatures below the speci-
fied limits. The vector of design variables x and maximum al-
lowed bearing temperature Tp

L are defined later.

3.2 Stability. A necessary condition is for the system to be
stable. Tilting pad bearings are known to have good stabilizing
properties due to the small cross-coupling coefficients in the bear-
ing stiffness matrix. Hence, stability should probably not be diffi-
cult to achieve. Still, this important criterion must be checked
since an unstable system will certainly lead to failure and possibly
severely damage the rotor-bearing system. Stability is determined
by the complex eigenvalues of the system. These appear as con-
jugate pairs

� j = � j ± i� j �2�

� j is the damped natural frequency for the jth eigenvalue. � j is
the growth factor and � j �0 implies an unstable mode. Stability
may also be expressed �4� by the damping ratio for the jth mode
as

Fig. 1 Schematic sketch of rotor

Fig. 2 Tilting pad bearing geometry

Table 1 Bearing geometry for nominal design

Bearing
r

�mm�
B

�mm�
�R

�	m�
t

�	m�
�1

�deg�
�2

�deg�
�3

�deg�

1 and 2 125 250 233 150 20 27 60
3 125 140 291 22 −36 24 60
4 110 154 255 23 −36 24 60
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 j = −
� j

�� j
2 + � j

2
�3�

For a stable operation, the theoretical criterion is now 
 j �0" j.
This must be ensured for all operating conditions. Therefore, the
complex eigenvalues of the system must be stable for running up
and normal operation. Since it is practically impossible to check
stability conditions for the whole range up to normal speed, dis-
crete cases k are defined and summarized in Table 2.

For 100% torque load, F=154 kN and �=−160 deg for bearing
1 and F=148 kN and �=−157 deg for bearing 2. The bearings at
the gear are therefore subject to high load during normal
operation.

For the real rotor, there may exist destabilizing effects, such as
internal damping and fluid-induced forces, though these effects
are not considered in the analysis. Therefore, a minimum required
damping ratio is preferable. This is set to 
L. A function describing
the feasibility regarding the operating case k is formulated as

Ck�x� = �
j=1

N

max�0,

L − 
 jk


L � �4�

The number of complex eigenvalues in the frequency range of
interest is N. The modal damping for the mode j and case k is 
 jk.
With this formulation a feasible design x regarding the case k
satisfies Ck�x�=0. For an infeasible design, Ck�x��0 holds.

3.3 Unbalance Response. For practical design purposes, the
unbalance response analysis of a distributed real rotor system can
be problematic due to the actual unbalance mass distribution
along the rotor being generally unknown. The system should still
be designed to have the unbalance response below standard val-
ues. In �14�, an interesting approach based on singular value de-
composition is proposed. This overcomes the problem with the
unknown unbalance mass distribution and defines a general and
conservative criterion that could be used for design purposes.

Another approach is to study the modal unbalance sensitivity
�15�. When doing so, the interaction between modes is neglected.
In this paper, a third approach is used. A set of different point
mass unbalance cases is defined, as schematically shown in Fig. 3.

The rotor mass between two consecutive bearings is the unbal-
ance mass m�. This is 790 kg in case 1, 1050 kg in cases 2 and 3,
and 6820 kg in cases 4 and 5. The radius to the unbalance mass is
� and defined to fulfill the balancing grade G2.5 according to ISO
1904/1. In cases 3 and 5, the unbalance masses are shifted
180 deg in phase. The unbalance response is calculated for exci-
tation frequencies from 85% to 120% of the operating speed. The
bearings are analyzed for seven different speeds in this range and
linear interpolation of the bearing coefficients is done for interme-
diate excitation frequencies.

The maximum amplitudes are checked at the bearing positions
�1–4� and unbalance mass positions �5–10�. Clearly, this approach
would generate 50 constraints, i.e., 5� �4+6�. To get a more man-
ageable problem, constraint functions based on a weighted sum
approach are formulated for each unbalance case.

Now let Amn be the vibration amplitude �major axis of elliptical
whirling orbit� for the unbalance case m and position defined by n.

The bearing positions correspond to n=1–4. The unbalance posi-
tions indicated in Fig. 3 correspond to n=5–10. For n=1–4, Amn
is the maximum relative amplitude between the shaft and the bear-
ing journals. Also let the maximum allowed vibration amplitude
for unbalance m case and position n be Amn

L . The function that
describes the degree of feasibility with respect to the unbalance
case m is then formulated as

Um�x� = �
n=1

10

max�0,
Amn − Amn

L

Amn
L � �5�

If Um�x��0, the unbalance case m is violated for the design x. A
feasible design x satisfies Um�x�=0.

3.4 Constraint Limits. The limits for the constraints are de-
fined in this section. The maximum allowed temperature in bear-
ings 1 and 2 is 110 °C and 100 °C for bearings 3 and 4, i.e.,
"p� 	1,2
 :Tp

L=110 °C and "p� 	3,4
 :Tp
L=100 °C in Eq. �1�.

The minimum allowed damping ratio for the complex eigenmodes
is 
L=2%. For the unbalance response, the relative amplitude in
the bearings should not exceed 22 	m, i.e., "m� 	1, . . . ,5
 and
n� 	1, . . . ,4
 :Amn

L =22 	m. The amplitude at the unbalance posi-
tions should not exceed 33 	m, i.e., "m� 	1, . . .5
 and n
� 	5, . . . ,10
 :Amn

L =33 	m.
The temperature and unbalance constraint are the most difficult

to satisfy. The nominal design does not fulfill the constraints �Eq.
�1� and Eq. �5�� with the above-given limits. However, if the con-
straint limits are set to the values as in Table 3, the nominal design
becomes feasible.

Table 2 Definition of the different stability cases

Case
�k� Operating conditions

1 40% speed and no torque load
2 60% speed and no torque load
3 80% speed and no torque load
4 100% speed and no torque load
5 100% speed and full torque load

�normal operating conditions�

Fig. 3 Unbalance cases

Table 3 Limits required for feasibility of the nominal design

T1
L

�°C�
T2

L

�°C�
A26

L

�	m�
A27

L

�	m�
A43

L

�	m�
A46

L

�	m�
A47

L

�	m�

115 111 41.4 58.6 35.3 43.2 41.2
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4 Numerical Experiment
To gain some insight into the parameters effect on the studied

rotor-bearing system, an initial numerical experiment is per-
formed. Although there are a wide variety of methods on how to
design experiments, Montgomery �16�, a simple but informative
method is chosen. Solutions are generated randomly with uniform
distribution within the limits specified in Eq. �6�. The chosen fac-
tors for variation are the bearing widths and radial clearances. The
ranges for the variation in the factors are

100 mm  B1, B2, B3  250 mm

88 mm  B4  220 mm

138 	m  �R1, �R2  250 	m

138 	m  �R3  310 	m

121 	m  �R4  270 	m �6�
The indices correspond to the bearing position. The choice of
factors for the numerical experiment is based on the fact that these
are the only possible factors to change at a late design stage.
Furthermore, it is known from experience that these factors �at
various amounts� affect the objectives and constraints discussed in
Sec. 3. The result of this experiment is discussed in Sec. 6.

5 Optimization Problem
The subject of optimization is the design of the bearings. Since

these are parts of the system, each bearing cannot be optimized
separately. The objectives and constraints for the whole system
design must be considered. One possibility may be to divide the
overall problem into a top-down hierarchy of subproblems. The
Target Cascading method �17� is an example of how to formulate
and solve problems with this approach. In this case, the sub-
problems �bearing designs� are tightly coupled via numerous im-
plicit constraints. Although the objectives for the subsystem level
are quite obvious, they would be difficult to achieve. Therefore, a
classical formulation of the optimization problem is used here.
The optimization problem is stated as

Minimize P�x�

subject to

T�x� = 0

Ck�x� = 0 for k = 1 – 5,

Um�x� = 0 for m = 1 – 5. �7�

P�x� is the total power loss in the bearings under operating con-
ditions. The functions in the constraints are defined by Eqs. �1�,
�4�, and �5�. The design variables are the same as the factors in the
initial numerical experiment. Hence, the vector of design variables
is x= �B1 ,�R1 ,B2 ,�R2 ,B3 ,�R3 ,B4 ,�R4�. The side constraints of
the design variables �upper and lower limits� are given in Eq. �6�.

Nothing is known about the shapes of the objective and con-
straint functions. Since the global optimum is of interest, a robust
global search method is a preferable optimization algorithm.
Therefore, a real-coded GA is chosen. A good introduction to
real-coded GAs is the book by Gen and Cheng �7�. A frequently

used method to handle constraints is by penalty functions �18�. A
drawback of these methods is often that problem dependent pen-
alty coefficients have to be specified. In �8�, Angantyr et al. pro-
posed a robust and generic constraint-handling method requiring
no extra parameters to be set, i.e., penalty coefficients. This
method is used to handle the constraints. Table 4 shows the other
GA parameter settings.

The generation gap is the ratio of individuals replaced in each
generation. Since this is set to 95%, an elitist GA is used. In
addition to elitism, the population size and mutation probability
are the most important parameters for the convergence of the GA.
There is always a contradiction between computational effort and
the risk of premature convergence when using a GA. The popu-
lation size is here chosen to be 10�8 since the dimensionality of
the optimization problem is 8. The mutation probability is set to
1/8. These values should give a reasonable trade-off between con-
vergence and computational time. It should also be mentioned that
a linear ranking scheme is used with selective pressure 1.6.

The computational time required for a single evaluation of the
objective function and the constraints is �5 min. This rather long
time depends on the 44 required nonlinear bearing analyses �i.e.,
four bearings and four cases at 0% load, and seven cases at 100%
load�. Since a considerable amount of evaluations is necessary in
the GA, a parallel implementation is used. The computations are
done on a cluster of standard PCs running under Linux with four
nodes in the cluster being used in the computations. The results
from the optimization are summarized in Sec. 6.

6 Results
The nominal design, given in Table 5 and indicated by the stars

in Figs. 4 and 5, gives a total power loss of 523 kW in the bear-
ings. As can be seen from Fig. 4, the temperature constraints for
bearings 1 and 2 are not satisfied by the nominal design. The
temperatures for bearings 3 and 4 are below the constraint limits.
Furthermore, the unbalance constraint cases 2 and 4 �Eq. �5�� are
not satisfied by the nominal design. The weak intermediate shaft
gives rise to the high unbalance responses in these cases. The
nominal design satisfies all the constraints �Eq. �4�� for the differ-
ent stability cases.

The result from the numerical experiment is shown as dots in
Figs. 4 and 5. The dots show the result for 600 randomly gener-
ated designs �due to the dense spacing the result almost appears as
solid lines in Figs. 4 and 5�. Figure 4 shows that it seems unlikely
that the bearing temperature constraint is possible to satisfy. Fur-
thermore, none of the 600 randomly generated designs fulfilled
the limits for the second and fourth unbalance cases. Hence, find-
ing a feasible solution for the constraints given in Eq. �7� seems
very unlikely. Still, it is interesting to know if there exist better
designs than the nominal. Therefore, the constraint limits that

Table 4 GA parameter settings

Representation Real number

Population size 80
Crossover operator BLX-� �19� ��=0.25�
Crossover probability 1
Mutation operator �20�
Mutation probability 0.13
Generation gap 95%

Table 5 Nominal and optimal design

Design
B1

�mm�
�R1

�	m�
B2

�mm�
�R2

�	m�
B3

�mm�
�R3

�	m�
B4

�mm�
�R4

�	m�

Nominal 250 233 250 233 140 291 154 255
Optimal 239 243 241 248 101 256 124 266
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were violated by the nominal design are reformulated and set to
the values as in Table 3. Thereby, the existence of at least one
feasible design for the reformulated constraints is known. Now it
is possible to search for a design with a lower power loss that is
not worse in the violated constraints than the nominal design. The
search result from the optimization with the reformulated con-
straint limits is shown in Fig. 6.

Figure 6 shows the mean normalized Euclidian distance in the
design variable space between the individuals in the population
�right axis�. This can be seen as a measure of the convergence in
the population. Figure 6 also shows the ratio of feasible solutions
�right axis� in the population. This is zero until generation 27
when the first feasible individual appears. The best design �opti-

mal�, given in Table 5, is found in generation 96. The power loss
for this design is 468 kW. To facilitate comparison, the nominal
design is also shown in Table 5. The optimal design is indicated
by the squares in Figs. 4 and 5. The widths of the bearings for the
optimal design are smaller than for the nominal design. Further-
more, all the radial clearances except for the third bearing are
larger for the optimal design than the nominal design. The radial
clearances for the first, second, and fourth bearing are the only
design variables for the optimal design that are close to the side
constraints Eq. �6�.

7 Conclusions
In this paper a GA optimization is performed on a gas turbine

rotor system with four tilting pad bearings. A real design situation
has been formulated as an optimization problem. Nonlinear bear-
ing analyses and several load cases are included. According to the
numerical experiment, it is likely impossible to find a solution that
satisfies the bearing temperature and unbalance response con-
straints. Still the optimization shows that it is possible, with minor
modifications of the bearings, to find a better design than the
nominal design. This design does not violate any of the constraints
more than the nominal design and gives 10.5% reduced power
loss. Hence, a significant improvement was possible to achieve on
a rotor bearing system that is regarded in the industry as well
developed. Practically, it would be difficult to find this solution
without the use of a search method.

Another conclusion of the work is that the constraint-handling
method �8� is able to locate the feasible region even for this highly
constrained problem. Hence, it seems to be robust and work well.
In this case, only a single optimization run is performed, which
shows the strength of the used constraint-handling method. It
works in the first shot since no problem-dependent parameters
must be specified. Finally, an important aspect that not yet has
been addressed is the robustness of the found optimal solution.
This is, however, a matter for further research.
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Fig. 4 Bearing temperature for randomly generated designs
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Fig. 6 Search history in optimization
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Subsurface Stress Fields
in Face-Centered-Cubic
Single-Crystal Anisotropic
Contacts
Single-crystal superalloy turbine blades used in high-pressure turbomachinery are sub-
ject to conditions of high temperature, triaxial steady and alternating stresses, fretting
stresses in the blade attachment and damper contact locations, and exposure to high-
pressure hydrogen. The blades are also subjected to extreme variations in temperature
during start-up and shutdown transients. The most prevalent high-cycle fatigue (HCF)
failure modes observed in these blades during operation include crystallographic crack
initiation/propagation on octahedral planes and noncrystallographic initiation with crys-
tallographic growth. Numerous cases of crack initiation and crack propagation at the
blade leading edge tip, blade attachment regions, and damper contact locations have
been documented. Understanding crack initiation/propagation under mixed-mode load-
ing conditions is critical for establishing a systematic procedure for evaluating HCF life
of single-crystal turbine blades. This paper presents analytical and numerical techniques
for evaluating two- and three-dimensional (3D) subsurface stress fields in anisotropic
contacts. The subsurface stress results are required for evaluating contact fatigue life at
damper contacts and dovetail attachment regions in single-crystal nickel-base superalloy
turbine blades. An analytical procedure is presented for evaluating the subsurface
stresses in the elastic half-space, based on the adaptation of a stress function method
outlined by Lekhnitskii (1963, Theory of Elasticity of an Anisotropic Elastic Body,
Holden-Day, Inc., San Francisco, pp. 1–40). Numerical results are presented for cylin-
drical and spherical anisotropic contacts, using finite element analysis. Effects of crystal
orientation on stress response and fatigue life are examined. Obtaining accurate subsur-
face stress results for anisotropic single-crystal contact problems require extremely re-
fined 3D finite element grids, especially in the edge of contact region. Obtaining resolved
shear stresses on the principal slip planes also involves considerable postprocessing
work. For these reasons, it is very advantageous to develop analytical solution schemes
for subsurface stresses, whenever possible. �DOI: 10.1115/1.2180276�

Introduction
Single-crystal nickel-base superalloy turbine blades are espe-

cially prone to fretting/contact fatigue damage because the subsur-
face shear stresses induced by fretting action at the damper con-
tact and blade attachment regions can result in crystallographic
initiation and crack growth along octahedral planes. The presence
of fretting in conjunction with a mean stress in the body of a
component can lead to a marked reduction in high-cycle fatigue
�HCF� life, sometimes by a factor as great as 10 �1,2�. Fretting
occurs when assemblies of components, such as blade and disk
attachment surfaces, bolt flanges, snap fit areas, and other clamped
members, are subjected to vibration, resulting in contact damage.
The combined effects of corrosion, wear, and fatigue phenomena
at the fretting contact facilitate the initiation and subsequent
growth of cracks.

Currently, the most widely used single-crystal nickel-base tur-
bine blade superalloys are PWA 1480, PWA 1484, RENE’ N-5,
and CMSX-4. These alloys play an important role in commercial,
military and space propulsion systems �3–7�. Military gas turbine
mission profiles are characterized by multiple throttle excursions
associated with maneuvers, such as climb, intercept, and air-to-air

combat. This mission shifts attention to fatigue and fracture con-
siderations associated with areas below the blade platform that
contain various stress risers in the form of buttresses and attach-
ments. Blade-disk attachment areas and blade frictional damping
devices are particularly prone to fretting/galling fatigue damage
�4�. Rocket engine service presents another set of requirements
that shifts emphasis to low-temperature fatigue and fracture capa-
bility with particular attention given to environmental effects �i.e.,
high-pressure hydrogen gas exposure, thermal, and cryogenic�.
Attention has shifted from oxidation erosion, creep, stress rupture,
and creep fatigue damage mechanisms to the micromechanics of
fatigue and fracture observed between room temperature and
871°C �1600°F�. Fatigue crack initiation, threshold and region II
fatigue crack growth are of primary importance, and the demand
for improvements in fracture mechanics properties for turbine
blade alloys is imminent �4�.

Study of crack initiation under mixed-mode loading is impor-
tant for understanding fretting fatigue crack initiation in single
crystals. The subsurface shear stresses induced by fretting action
can result in crystallographic initiation of failure, under mixed-
mode loading conditions. Fretting fatigue at low slip amplitudes
that induces little or no surface damage can result in greatly re-
duced fatigue life with accelerated subsurface crystallographic
crack initiation, akin to subsurface shear-stress-induced rolling
bearing fatigue. The complex interaction between the effects of
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environment and stress intensity determines which point-source
defect species initiates a crystallographic or noncrystallographic
fatigue crack �4–7�.

This paper presents analytical and numerical methods to evalu-
ate the subsurface stresses in face-centered-cubic �FCC� single-
crystal cylindrical and spherical contacts as a function of crystal-
lographic orientation, and contact loads. The subsurface stresses
evaluated are subsequently used to assess contact fatigue life,
based on a fatigue life model developed previously �8–11�. The
motivation for this work is provided by the crystallographic sub-
surface cracks induced at the damper contact locations in single-
crystal turbine blades. Figure 1 shows a schematic of the damper
contact location. Figure 2 shows a close-up view of the subsurface
induced crystallographic crack propagating on intersecting octa-
hedral planes, ultimately resulting in a pyramidal hole in the blade
platform �12�.

There is a considerable body of work done on fretting fatigue
damage of isotropic polycrystalline materials. Some representa-
tive examples are by Hills and Nowell �1�, Giannokopoulos et al.
�13�, Szolwinsky and Farris �14�, Attia and Waterhouse �15�, Hoe-
ppner �16�, Vingsbo and Soderberg �17�, and Ruiz et al. �18�.
However, studies on subsurface contact stresses and mechanics of
fretting fatigue crack initiation and crack growth in orthotropic
single-crystal materials are very few. There is an extensive body
of literature available in the classical area on the evaluation of
subsurface stresses for nonconformal contacts in isotropic materi-
als using analytical methods �19�. However, the amount of pub-
lished literature involving analytical solutions in anisotropic non-
conformal contacts is considerably less. Green and Zerna �20�
looked at the two-dimensional �2D� anisotropic contact problem
in 1954, for a specific type of anisotropy. Willis �21� examined the
Hertzian elliptical contact problem for anisotropic half-spaces us-
ing a Fourier transform method. Turner �22� examined the spheri-
cal contact between transversely isotropic nonconformal bodies.
Fan and Keer �23� examine the 2D contact problem using the

analytic function continuation approach based on the Stroh formu-
lation �24�. Vlassak et al. �25� looked at calculating an effective
indentation modulus for anisotropic contacts. Analytical solutions
were developed for indenters of arbitrary shape being pressed into
an anisotropic half-space. For axisymmetric indenters, a limited
family of Green’s functions is used to obtain a solution for the
displacement field. This solution is denoted as an equivalent iso-
tropic solution.

In this paper, we present an analytical solution for a cylindrical
contact, using the stress function approach outlined by Lekhnitskii
�26�, for an anisotropic half-space under conditions of generalized
plane strain problem. Finite element subsurface stress results of
the cylindrical and spherical anisotropic contacts modeling the
damper contact locations shown in Fig. 1 are also presented.

Deformation Mechanisms and Elastic Anisotropy in
FCC Single Crystals

Nickel-based single-crystal materials are precipitation strength-
ened, cast, monograin superalloys based on the Ni-Cr-Al system.
The microstructure consists of �60–70% by volume of �� pre-
cipitates in a � matrix. The �� precipitate, based on the interme-
tallic compound Ni3Al, is the strengthening phase in nickel-base
superalloys and is a face-centered-cubic �FCC� structure. The ��
precipitate suspended within the � matrix also has a FCC structure
and is comprised of nickel with cobalt, chromium, tungsten, and
tantalum in solution �4�.

Deformation mechanisms in single crystals are primarily de-
pendent on microstructure, orientation, temperature, and crystal
structure. The operation of structures at high temperature places
additional materials constraints on the design that are not required
for systems that operate at or near room temperatures. In general,
materials become weaker with increasing temperature due to ther-
mally activated processes, such as multiple slip and cross-slip. At
temperatures in excess of approximately half the homologous
temperature �the ratio of the test temperature to the melting point,
=T /Tm�, diffusion controlled processes �e.g., recovery, recrystalli-
zation, dislocation climb, and grain growth� become important,
which results in further reductions in strength. Slip in metal crys-
tals often occurs on planes of high atomic density in closely
packed directions. The four octahedral planes corresponding to the
high-density planes in the FCC crystal have three primary slip
directions �easy slip� resulting in 12 independent primary �110�
�111	 slip systems. The four octahedral slip planes also have three
secondary slip directions resulting in 12 secondary �112� �111	
slip systems, which represent twinning systems. In addition, the
three cube slip planes have two slip directions resulting in six
independent �110� �100	 cube slip systems. Thus, there are 12
primary and 12 secondary slip systems associated with the four
octahedral planes and six cube slip systems with the three cube
planes, for a total of 30 slip systems �27�. At high temperatures,
slip has been observed in non-close-pack directions on the octa-
hedral plane, and on the cube plane, in FCC crystals. The analysis
presented in this paper is restricted to the 12 primary �110� �111	
slip systems only.

Elastic response of FCC crystals is obtained by expressing
Hooke’s law for materials with cubic symmetry. The generalized
Hooke’s law for a homogeneous anisotropic body in Cartesian
coordinates �x, y, z with origin at point O� is given by Eq. �1�
�26,27�.

��	 = �aij���	 �1�

�aij� is the matrix of 36 elastic coefficients, of which only 21 are
independent, since �aij�= �aji�. The elastic properties of FCC crys-
tals exhibit cubic symmetry, also described as cubic syngony. The
elastic properties of materials with cubic symmetry can be de-
scribed with three independent constants designated as the elastic
modulus, shear modulus, and Poisson ratio �26�, and hence, �aij�
can be expressed as shown in Eq. �2�, in the material coordinate

Fig. 1 Damper contact locations on the turbine blade

Fig. 2 Crystallographic crack initiation at the damper contact
location shown in Fig. 1 †12‡
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system �FCC crystal axes are parallel to x-, y-, and z- coordinate
axes�. In contrast to the FCC single-crystal material, an isotropic
material can only have two independent elastic constants

�aij� = 

a11 a12 a12 0 0 0

a12 a11 a12 0 0 0

a12 a12 a11 0 0 0

0 0 0 a44 0 0

0 0 0 0 a44 0

0 0 0 0 0 a44

� ;

a11 =
1

Exx

a44 =
1

Gyz

a12 = −
�yx

Exx
= −

�xy

Eyy

�2�

The elastic constants in the generalized Hooke’s law of an aniso-
tropic body, �aij�, vary with the direction of the coordinate axes.
For orientations other than the �x ,y ,z� axes, the �aij� matrix varies
with the crystal orientation. In the case of an isotropic body, the
constants are invariant in any orthogonal coordinate system. Con-
sider a Cartesian coordinate system �x� ,y� ,z�� that has rotated
about the origin O of �x ,y ,z�. The elastic constant matrix �aij�� in

the �x� ,y� ,z�� coordinate system that relates ���	 and ���	 ���� 	
= �aij����� 	� is given by the following transformation �26�:

�aij�� = �Q�T�aij��Q� = �
m−1

6

�
n−1

6

amnQmiQnj, �i, j = 1,2, . . . ,6�

�3�

The transformation matrix �Q� is a 6�6 matrix that is a function
of the direction cosines between the �x ,y ,z� and �x� ,y� ,z�� coor-
dinate axes. Knowing the state of stress at a given location, in the
material coordinate system �x ,y ,z�, the resolved shear stresses on
the 12 primary octahedral slip systems, denoted by �1,�2 , . . . ,�12,
can be readily obtained using the transformation given by Eq. �4�
�28�. The slip plane and slip direction of the 12 primary octahedral
slip systems are given in Table 1 �27�. The resolved shear stresses
on the secondary octahedral and cube planes are obtained using
similar expressions �8,27�.


�1

�2

�3

�4

�5

�6

�7

�8

�9

�10

�11

�12

� =
1
�6


1 0 − 1 1 0 − 1

0 − 1 1 − 1 1 0

1 − 1 0 0 1 − 1

− 1 0 1 1 0 − 1

− 1 1 0 0 − 1 − 1

0 1 − 1 − 1 − 1 0

1 − 1 0 0 − 1 − 1

0 1 − 1 − 1 1 0

1 0 − 1 − 1 0 − 1

0 − 1 1 − 1 − 1 0

− 1 0 1 − 1 0 − 1

− 1 1 0 0 1 − 1

��xx

�yy

�zz

�xy

�zx

�yz

� �4�

Analytical Solution for Two-Dimensional Stress
Distribution (Generalized Plane Deformation) in an
Anisotropic Elastic Half-Space

The damper contact regions shown in Fig. 1 will be modeled as
an elastic anisotropic half-space. This approximation is reasonable
since Hertzian-type contact stresses are confined to very small
volumes in the vicinity of the contact. An analytical procedure
will be presented for evaluating the subsurface stresses in the
elastic half-space using a stress-function approach outlined by Le-
khnitskii �26�. Lekhnitskii’s method for a general anisotropic body
has been adapted for a orthotropic FCC single-crystal half-space.
Figure 3 shows the elastic half-space subjected to normal traction
N��� and tangential traction T��� over the region −a to +a on the
x-axis. The traction forces are independent of z, and functions of x
and y only. The stresses are also functions of x and y only.

The equilibrium equations under generalized plane strain con-
ditions, for an anisotropic half-space, are expressed as follows
�26�:

��x

�x
+

��xy

�y
= 0

��y

�y
+

��xy

�x
= 0 �5�

��xz

�x
+

��yz

�y
= 0

Note that the third equilibrium equation in Eqs. �5� is not used for
plane strain condition for isotropic materials. However, because of
shear coupling induced by anisotropy, the shear stresses �xz and
�yz are nonzero and functions of x and y.

Table 1 Slip plane and slip direction for the 12 primary octa-
hedral slip systems †27‡

Slip
system

Slip plane
�110��111	

Slip
direction

1 �111� �101̄�
2 �111� �01̄1�
3 �111� �11̄0�
4 �1̄11̄� �101̄�
5 �1̄11̄� �110�
6 �1̄11̄� �011�
7 �11̄1̄� �110�
8 �11̄1̄� �01̄1�
9 �11̄1̄� �101�
10 �1̄1̄1� �011�
11 �1̄1̄1� �101�
12 �1̄1̄1� �11̄0�

Fig. 3 Anisotropic elastic half-space under generalized plane
deformation subjected to normal and tangential traction forces
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The stress-strain relations, as defined by the Hooke’s law, Eqs.
�1�, are given by

�x = a11�x + a12�y + ¯ + a16�xy

�y = a12�x + a22�y + ¯ + a26�xy

· �6�

·

�xy = a16�x + a26�y + ¯ + a66�xy

where �aij� are a function of crystallographic orientation.
Under the assumptions of generalized plane strain, the subsur-

face stresses due to the applied traction forces can be determined
as outlined below.

The stress functions are given by

�1��z� + �2��z� + 	3�3��z� = −
1

2
i�−a

+a
N���
� − z

d� �7�

�1�1��z� + �2�2��z� + �3	3�3��z� = −
1

2
i�−a

+a
T���
� − z

d� �8�

	1�1��z� + 	2�2��z� + �3��z� = 0 �9�

The �i are the roots of the cylindrical characteristic equation,
given by Eq. �10�, and z=x+�y.

l4���l2��� − l3
2��� = 0 �10�

I2��� = �55�
2 − 2�45 + �44

I3��� = �15�
3 − ��14 + �56��2 + ��25 + �46�� − �24

I4��� = �11�
4 − 2�16�

3 + �2�12 + �66��2 − 2�26� + �22

	1 = −
l3��1�
l2��1�

, 	2 = −
l3��2�
l2��2�

, 	3 = −
l3��3�
l4��3�

�ij = aij −
i3 j3

33
�11�

The matrix aij relates the strains to the stresses. The aij are
functions of the crystal orientation. The stresses are then given by

�x = 2 Re��1
2�1��z� + �2

2�2��z� + �3
2	3�3��z��

�y = 2 Re��1��z� + �2��z� + 	3�3��z��

�xy = − 2 Re��1�1��z� + �2�2��z� + �3	3�3��z��

�xz = 2 Re��1	1�1��z� + �2	2�2��z� + �3�3��z�� �12�

�yz = − 2 Re�	1�1��z� + 	2�2��z� + �3��z��

�z = −
1

a33
�a13�x + a23�y + a34�yz + a35�xz + a36�xy�

zi = x + �iy

The normal traction force N��� used is the Hertzian cylindrical
contact pressure as N���= po

�1−�2 /a2 and T���=� fpo
�1−�2 /a2,

where po is the peak pressure and � f the coefficient of friction.
The tangential traction force is based on a sliding contact and not
a contact in partial slip. It must be noted that we are not solving a
contact problem here, but rather a stress analysis problem in an
elastic anisotropic half-space subject to normal and tangential

traction forces. The contact dimensions are obtained from a simu-
lated Hertzian cylindrical contact. The semi-elliptical normal pres-
sure distribution seen in isotropic cylindrical contacts is also true
for anisotropic contacts �11�. The stress solution has been pro-
gramed and subsurface stresses computed for various crystal ori-
entations.

Figure 4 shows the finite element model used for the numerical
results. This ANSYS model represents an elastic anisotropic half-
space and was developed using eight-node hexahedral elements
�SOLID45s� in the contact region and four-node tetrahedral ele-
ments �SOLID45s� in the far field. The load functions,N���
= po

�1−�2 /a2 and T���=� fpo
�1−�2 /a2 were applied directly to

the finite element model. This applied stress problem does not
require the use of contact elements.

Figure 5 shows a comparison of the analytical and finite ele-
ment �y stress fields for a=0.01 inch, po=260 ksi, and for the
�x ,y ,z� axes parallel to the edges of the FCC crystal, i.e., x
= �100�, y= �010� and z= �001� �Case A�. The analytical solution
shows excellent agreement with the finite element numerical so-
lution. The FEA solution is evaluated at the midplane, where gen-
eralized plane strain conditions prevail. It was observed that the
stress field approaches the 2D generalized plane strain solution
after a short distance from the edges, indicating that the analytical
solution could be used effectively for many practical 3D contact
problems. The advantage of this analytical solution is that it is
accurate and extremely quick to compute anywhere in the compu-
tational domain. The subsurface stress solutions are discussed in
greater detail in later sections.

Finite Element Analysis (FEA) of the Cylindrical Aniso-
tropic Contact Problem

A cylindrical indenter on an anisotropic half-space contact
model �Fig. 6� was developed in ANSYS. The cylindrical indenter
and plate were modeled using eight-node elements �SOLID45s�.
Surface-to-surface contact elements �CONTA174 and
TARGE170� were used at the interface of the two bodies. Because
of very high stress gradients in the contact region, a highly refined
FE mesh must be used to obtain reliable stress solutions. The
densely meshed regions in both the half-cylinder and half-space
have roughly the same element size. The refined mesh and the
iterative solution of the contact problem require computationally
intensive resources, both in time and space. A typical analysis
takes two CPU hours on a 2.4 GHz multiprocessor PC-based
workstation.

The analytical solution outlined in the previous section can be
used for obtaining subsurface stresses in a half-space for a known

Fig. 4 Three-Dimensional FE model of the elastic anisotropic
half space †28‡
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or applied normal and tangential tractions. The analytical solution
was obtained by applying a semi-elliptical normal pressure distri-
bution over the contact width. The blades are subjected to fretting
stresses at the attaehment regions; however, this analysis �both the
analytical and numerical solutions� does not include friction at the
contact and, hence, no tangential tractions are generated. The au-
thors are extending this work by examining the effects of friction
in a subsequent paper. Fatigue considerations are made toward the
end of the paper and the data used in it. An approach for modeling
the influence of crystal orientation on fatigue life is given in the
same section, but no numerical modeling involving crack initia-
tion and propagation is presented here.

The contact width, 2a, was estimated initially using a Hertzian
isotropic calculation. It should be pointed out that the loads ap-
plied here are not the exact same loads imparted on the blades
during operation. These loads are, in fact, larger, and this was
done to make the contact width large enough so the available
resolution �element sizes of 0.001 in.� could be utilized. Thus, the
effects of plastic deformation, which could arise from high loads,
are not included here. The FEA contact model converges to the
correct anisotropic contact width. Figure 7 shows a representative
comparison of subsurface stresses computed using the analytical
solution and FEA contact model �Fig. 6�. Excellent agreement is
seen between the two solutions.

The crystallographic orientations are designated by successive
rotations about the �XYZ� axes, as follows: � is rotation about X
axis, � is rotation about Y� axis, and � is rotation about Z� axis.
Table 2 shows four different crystallographic orientations consid-
ered in the analysis. Figure 8 shows some representative contour
plots of the resolved shear stress values for slip systems �1, �3, and
�11, for two different crystallographic orientations: Case B ��
=15 deg, �=0 deg, �=0 deg� and case C ��=−15 deg, �=0 deg,

�=0 deg�. The plane on which the crack will nucleate will depend
on the magnitude of the shear stress amplitude. Even though the
contour plots show similarity between cases B and C, the revolved
shear stress �RSS� values are very different because of material
orthotropy, and the stresses are a strong function of both primary
and secondary crystal orientation.

FEA of the Spherical Anisotropic Contact Problem
A 3D FEA of the spherical anisotropic contact problem was

also performed using ANSYS. Figure 9 shows the FEA model of an
isotropic spherical contact on a single-crystal plate. The sphere
was modeled with eight-node hexahedral elements �SOLID45s�,
assuming linear-elastic isotropic material behavior. The plate was
modeled with 20-node hexahedral elements �SOLID95s� and ten-
node tetrahedral elements �SOLID95s�. Linear-elastic anisotropic
material properties were used in the plate. The contacting surface
between the two bodies was represented using ANSYS surface-to-
surface contact elements with friction �CONTA174-TARGE170�.
The indenter or damper is subjected to both normal and tangential
loads, and therefore, frictional effects are incorporated.

An analytical solution for the 3D anisotropic contact problem
was also obtained using the stress-function approach outlined in
Lekhnitskii �26�. However, because of the complexity of the 3D

Fig. 5 Stress „�y… contours using analytical solution and finite
element „ANSYS… solution †28‡

Fig. 6 Three-dimensional FE model of a cylindrical aniso-
tropic contact and close-up view of the meshed contact region
†28‡
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analytical solution, its presentation is reserved for a separate pa-
per. The numerical results based on the FEA are reported herein.

The Hertzian solution for a spherical isotropic contact on a flat
plate is given by

P =
4a3

3R
�E*�; E* = �1 − �1

2

E1
+

1 − �2
2

E2
�−1

;

�13�
1

R
=

1

R1
+

1

R2
; po =

1.5P


a2

where R1 and R2 are the radii, and E1 and E2 the Young’s moduli
of the contacting spheres, respectively, E* is the effective or com-
posite modulus at the contact, R the composite radius, P the nor-
mal load, and a is the contact radius. To derive an effective modu-
lus for the single-crystal orthotropic contact, we refer to Turner’s
paper �22�. We have adapted his work for a transversely isotropic
contact to an orthotropic contact in question. The stress-strain re-
lation in the material coordinate system is given by



�xx

�yy

�zz

�xz

�yz

�xy

� =

1
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− �zp
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0 0 0
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The five elastic constants in transverse isotropic constitutive equa-
tions are the Young’s modulus and Poisson’s ratio in the x-y sym-
metry plane, Ep and �p, the Young’s modulus and Poisson’s ratio
in the z direction, Epz and �pz, and the shear modulus in the z
direction Gzp. The solution for the orthotropic spherical contact
can be derived as

Table 2 Designation of crystallographic orientations

Case � deg � deg � deg

A 0 0 0
B +15 0 0
C −15 0 0
D 0 0 40

Fig. 7 Comparison of FEA contact and analytical subsurface
stresses �x and �y, as a function of depth, for crystallographic
orientation defined by case C „�=−15 deg, �=0 deg, �=0 deg…
†28‡

Fig. 8 Contour plots of RSS �1, �3, and �11, for cases B and C
under the contact region †28‡
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P =
4a3

3R
�
2�2�

�1
�

�15�

Eortho =

2�2�

�1

where Eortho is an effective contact modulus that can be used to
estimate the contact patch size, for the single-crystal contact.

�1 =
2�

� − �
, �2 =

2

�
�� − ��
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2
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�1/2�1 − �p
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�
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Ep

2�1 + �p�
�16�

For example, for crystal orientation case A ��=0 deg, �=0 deg,
�=0 deg�, R=0.25 in. and P=79.5 lb, we can, using Eq. �15�,
calculate a contact radius, aortho, as 0.00814 in. The contact radius,
aFEA, using FEA is 0.0092 in. The contact radius for the isotropic
Hertzian calculation �Eq. �13�� is aiso=0.0104 in �based on E1
=18.16 psi, E2=31.26 psi, �1=0.3892, �2=0.293�. The effective
modulus, Eortho, is very useful for calculating the effective contact
radius. Once the effective contact radius aortho is known, we can
calculate the maximum contact pressure po. The semi-elliptic
pressure distribution, po

�1−r2, can be applied as a normal pres-
sure on the half-space in the FEA, thus effectively decoupling the
contact problem with the subsurface stress calculations and,
hence, greatly simplifying the numerical problem.

Table 3 shows the contact patch dimensions calculated using
FEA contact elements from a spherical indenter model shown in
Fig. 9. For crystal orientation cases A and D, even though these
two cases represent very different crystal orientations, the contact
radius does not vary significantly from aFEA=0.0092 in. However,
it must be pointed out that the FEA mesh size in the contact region
was 0.001 in.2, and for better resolution the mesh size has to be
refined, further highlighting the problems associated with FEA of

anisotropic contact problems. Numerical accuracy issues in sub-
surface stresses as a function of mesh refinement in contact prob-
lems is discussed, in detail, by Beisheim and Sinclair �29�. It is
very advantageous to calculate the effective contact radius, aortho,
and solve the applied stress problem, rather than resorting to solv-
ing the problem using contact elements. This approach is the most
effective way to solve contact problems involving single-crystal
substrates, especially for design iterations.

Representative subsurface stress results, using this decoupling
approach and the full contact solution, are shown in Fig. 10. Com-
parison shows excellent agreement between the two approaches.

Cylindrical and spherical contact simulations were performed
for a wide range of crystallographic orientations. Normal contact
pressure for these cases was compared to that of case A ��
=0 deg, �=0 deg, �=0 deg�, where the coordinate axes are par-
allel to the crystal axes, to see the effect of crystal orientation. It
was found that even for large orientation deviations from case A,
the normal contact pressure and contact patch size did not vary
substantially, indicating that the effective contact modulus, Eortho,
and contact width �cylindrical� or radius �spherical�, aortho, are
relatively insensitive to variations in crystallographic orientation.
The Eortho and aortho values based on case A orientation can be
used for nearly all practical blade-casting crystallographic orien-
tation deviations from the ideal. This lends further credibility to
using the simulated contact model for FEA, which leads to greatly
simplified contact subsurface stress analysis. Even though the
contact normal pressure does not change substantially, the subsur-
face stresses are a strong function of orientation. The simulated
contact method is very advantageous for performing repeated sub-

Fig. 9 Three-dimensional FE model of the spherical isotropic
indenter on a single-crystal orthotropic substrate

Table 3 Spherical orthotropic contact radius as a function of
crystal orientation

Orientation Contact half-width, afea �in.�

Case A 0.092
Case D 0.092

Fig. 10 Comparison of subsurface stresses between the full
FEA contact solution and simulated contact, for the orthotropic
spherical contact
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surface stress calculations required for fatigue life calculations.
The full contact solutions typically took 7–8 h to run on a fast
multiprocessor PC-based workstation, while the simulated contact
took only 1–2 min to execute on the same machine.

Figure 11 shows the weighted percentage differences in contact
pressure for some crystal orientations, as compared to case A, for
the spherical contact. It can be seen that the deviation of normal
pressure from case A is within 2.5% for most practical situations.
In contrast, the difference between the isotropic Hertzian contact
�Eq. �13�� with case A is significantly higher �within 10%�.

Fatigue Considerations
The fatigue crack nucleation and crack growth behavior of

single-crystal nickel superalloys is governed by a complex inter-
action between the operative deformation mechanism, stress in-
tensity, and environmental conditions. The fatigue crack growth
behavior is determined by the operative microscopic fracture
mode. As a result of the two-phase microstructure present in
single-crystal nickel alloys, a complex set of fracture modes exist
based on the dislocation motion in the matrix ��� and precipitate
phase ����. A fatigue life model was obtained by Swanson and
Arakere �8�, based on strain-controlled LCF tests conducted at
1200°F in air for single-crystal uniaxial smooth specimens, for
four different specimen orientations �001�, �111�, �213�, and �011�.
Several multiaxial fatigue damage theories, including critical
plane methods, were evaluated to identify a suitable fatigue dam-
age parameter that would fit the test data well. The maximum
shear stress amplitude, ��max, on the slip systems was found to
give the best fit for the test data, as shown in Fig. 12. Figure 12
comes from experiments. A power-law curve fit for the data
shown in Fig. 12 was used as a fatigue-life estimation equation
�1200°F�, given below

��max = 397,758 N−0.1598 �17�
It should be pointed out that the RSS values on the primary slip

systems are calculated based on linear elastic �anisotropic� as-
sumptions and hence nonlinear effects, such as latent hardening,
lattice rotation, and twinning in secondary slip systems are not
accounted for�. Accounting for these effects requires implementa-
tion of constitutive relations for crystal plasticity. The fatigue

damage parameter ��max has been tested for an extensive set of
single-crystal fatigue data, under a range of environmental condi-
tions, and was found to be effective �8–10�. A cylindrical or
spherical indenter contacting a single-crystal substrate subject to a
vibratory normal and tangential load will result in subsurface cy-
clic fatigue stresses. These fatigue stresses can lead to subsurface
crystallographic cracks, as shown in Fig. 2. Figure 8 shows the
contour plots of RSS on the primary octahedral slip systems, for a
cylindrical contact loaded with static normal and tangential loads.
If the tangential loads are cycled, as would happen during fretting
fatigue loading, we can compute the shear stress amplitudes ��1,
��2 , . . ., ��12, in the subsurface region. The subsurface location
that yields the maximum �� value is likely to initiate a crystallo-
graphic fatigue crack.

We consider a critical subsurface location near the leading edge
of contact, as shown in Fig. 13. We will consider the situation
where the tangential traction force T�x� is cycled between a posi-
tive and a negative value, and compute the shear stress amplitudes
�� on the primary planes. Because the secondary crystallographic
orientation is not controlled during the blade-casting process, the
variation in �� due to the variation in secondary orientation alone
is of interest. This effect is illustrated in Fig. 14. We see that
maximum �� ���6 and ��11, in this case� values vary by 32%

Fig. 11 Weighted percentage difference in normal contact
pressure for the orthotropic and isotropic spherical contact, as
compared to case A

Fig. 12 Fatigue damage parameter, ��max versus cycles to fail-
ure †8‡

Fig. 13 A critical subsurface point near the leading edge, for a
cylindrical single-crystal contact of width 2a
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purely because of variation in secondary crystal orientation be-
tween 0 deg and 90 deg. This can result in an order-of-magnitude
variation in fatigue life calculated from Fig. 14.

Variation of �� is even greater at �65%, due to a 15 deg pri-
mary axis tilt from case A. This can mean large variations in
fatigue life between different blades, under the same loading con-
ditions, as a result of blade-to-blade variations in primary and
secondary crystallographic orientation.

Conclusions
A detailed evaluation of subsurface stresses in cylindrical and

spherical orthotropic FCC single-crystal nonconformal contacts is
presented, using analytical and numerical techniques. Effects of
variation in primary and secondary crystallographic orientation on
subsurface stresses are included. Evaluation of subsurface stresses
is an essential part of contact fatigue-life calculations at damper
contacts and dovetail attachment regions. A two-dimensional ana-
lytical solution for subsurface stresses in cylindrical single-crystal
contacts is presented, based on an adaptation of a stress function
approach by Lekhnitskii �26�. Lekhnitskii’s method for an aniso-
tropic half-space in generalized plane deformation has been
adapted to a FCC orthotropic half-space. The analytical solution
showed excellent agreement with the 3D FEA results. It was ob-
served that the 3D FEA stress field approaches the 2D generalized
plane strain solution after a short distance from the edges, indicat-
ing that the analytical solution could be used effectively for many
practical 3D contact problems. The advantage of the analytical
solution is that it is accurate and extremely quick to compute,
anywhere in the computational domain.

Three-dimensional FEA results for the spherical single-crystal
contact are presented. An effective contact modulus for the single-
crystal half-space, Eortho, and contact radius aortho �Eq. �15�� is
shown to be effective in calculating the contact patch size. The
FEA of the contact problem can be greatly simplified by using
aortho and applying the normal pressure based on Hertzian assump-
tions over the contact patch. It is demonstrated that this applied
stress problem yields accurate subsurface stresses and greatly sim-
plifies the FEA by avoiding the use contact elements. For a fixed
normal load, the Eortho and aortho values were found to be rela-
tively insensitive to variations in crystallographic orientation.
Hence the Eortho and aortho values based on case A ��=0� orienta-
tion can be used for nearly all practical blade-casting crystallo-
graphic orientation deviations from the ideal. This lends further
credibility to using the simulated contact model for FEA. The
simulated contact approach is very advantageous for performing

repeated subsurface stress calculations required for fatigue-life
evaluation.

It must be noted that even though the contact area and normal
pressure do not vary substantially with crystal orientation, the
subsurface stresses are a strong function of orientation. Therefore,
the resolved shear stresses on the slip systems, and hence, fatigue
life, are a strong function of crystallographic orientation. It is
shown that there can be an order-of-magnitude variation in contact
fatigue life between different blades under the same loading con-
ditions, as a result of blade-to-blade variations in primary and
secondary crystallographic orientation.

Obtaining accurate subsurface stress results for anisotropic
single-crystal contact problems requires extremely refined 3D fi-
nite element grids, especially in the edge of the contact region.
Obtaining resolved shear stresses on principal slip planes also
involves considerable postprocessing work. For these reasons it is
very advantageous to develop analytical solution schemes for sub-
surface stresses, whenever possible.
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A Probabilistic Micromechanical
Code for Predicting Fatigue Life
Variability: Model Development
and Application
This paper summarizes the development of a probabilistic micromechanical code for
treating fatigue life variability resulting from material variations. Dubbed MICROFAVA

(micromechanical fatigue variability), the code is based on a set of physics-based fatigue
models that predict fatigue crack initiation life, fatigue crack growth life, fatigue limit,
fatigue crack growth threshold, crack size at initiation, and fracture toughness. Using
microstructure information as material input, the code is capable of predicting the aver-
age behavior and the confidence limits of the crack initiation and crack growth lives of
structural alloys under LCF or HCF loading. This paper presents a summary of the
development of the code and highlights applications of the model to predicting the effects
of microstructure on the fatigue crack growth response and life variability of the �+�
Ti-alloy Ti-6Al-4V. �DOI: 10.1115/1.2180811�

Introduction
Fatigue crack growth properties of structural alloys generally

exhibit variability because of variations in microstructure. This
variability is traditionally characterized by extensive testing to
develop a large database so that the mean, variance, and lower
bound of the fatigue properties can be ascertained. An obvious
drawback of this approach is that an experimental database is time
consuming and costly to generate. Another limitation is that the
empirical approach seldom provides information regarding the
sensitivities of various material parameters to the probability of
fracture associated with a particular component or the means for
reducing fatigue variability. One of the contributing factors to this
problem is that most existing fatigue life or crack growth models
are not linked with the fundamental material parameters; instead,
they are based on empirical constants obtained from curve fits of
data from physical tests. Although these models characterize the
main descriptors �mean, variance� of fatigue life as a function of
applied stress range �S-Nf curves� or fatigue crack growth rate,
da /dN, as a function of stress intensity factor range �K, they
provide little or no physical insight into the material parameters
that influence failure associated with fatigue crack nucleation and
growth.

In general, fatigue life can generally be considered to consist of
two parts, which are crack initiation and crack propagation lives.
The crack propagation life Nf can be predicted by integrating the
da /dN equation, leading to

Nf =�
ai

af � da

dN
�−1

da �1�

where ai and af are the initial and final crack length, respectively,
and af is defined as the critical crack length at fracture. The fa-
tigue crack growth �FCG� life Nf is most sensitive to the initial
crack size, ai �1�, but also depends on microstructure, which can
alter intrinsic material properties as well as extrinsic properties
originating from crack shielding mechanisms.

Three analytical tools are required to address the effects of
microstructure variation on fatigue life variability: �i� a
microstructure-based crack initiation model for predicting initia-
tion life and initial crack size distribution, �ii� a microstructure-
based fatigue crack growth model, and �iii� a probabilistic frame-
work for treating random material variables in the fatigue models.
Previously, Tanaka and Mura �2� proposed a microstructure-based
model for predicting crack formation at slip bands, inclusions, and
pores. Recently, Chan �3� extended Tanaka and Mura’s model to
predict crack size at initiation on the basis of microstructure pa-
rameters, such as grain size, slip plane spacing, and the Taylor
factor. Furthermore, a microstructure-based fatigue crack growth
model has been developed by Chan and Torng �1�, Chan �4�, and
Chan and Enright �5,6� to provide a relationship between material
parameters and fatigue crack growth in the power-law regime that
can be used to establish a link between materials design and
structural/mechanical component design. The model relates mate-
rial parameters �e.g., dislocation cell size, dislocation barrier spac-
ing, yield stress, fatigue ductility, Young’s modulus� to fatigue
crack growth rate in a power-law relation. This model has been
subsequently extended and is expressed as a closed-form sum of
terms representing all three stages �stage I, II, and III� of fatigue
crack resistance �5,6�.

For treating fatigue life variability, a probabilistic model �7� has
been developed that quantifies crack growth rate variability as a
function of stress intensity factor range and randomness of mate-
rial parameters. The microstructure-based fatigue crack growth
model can be reformulated in terms of crack growth life and com-
bined with additional random variables �e.g., defect size, applied
stress, inspection intervals, etc.� for application to probabilistic
life prediction. The microstructure-based fatigue crack initiation
model, fatigue crack growth rate model, fatigue limit model, FCG
threshold models, and crack closure models were integrated into a
probabilistic fatigue life model named the micromechanical fa-
tigue variability �MICROFAVA�, model which is a stand-alone com-
puter code that is executed via a graphical-user interface �GUI� for
input, output, and graphical presentation of computational results.
The main functions of MICROFAVA are the computation of stress-
life �S−Nf� curves, da /dN curves, and initial crack size distribu-
tion based on the probability distribution of the microstructure
size and other material parameters, such as Young’s modulus,
yield stress, fatigue ductility, and Taylor factor �texture�. The out-
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put of MICROFAVA is designed to provide the relevant fatigue prop-
erties and the material data input file for the Southwest Research
Institute® �SwRI�-developed probabilistic design and life-
prediction code called DARWIN® �8�.

The objectives of this paper are �i� to summarize the develop-
ment of probabilistic fatigue models in MICROFAVA and �ii� to
demonstrate the predictive capability of MICROFAVA for probabilis-
tic life prediction of structural alloy Ti-6Al-4V. First, a brief sum-
mary of the probabilistic fatigue crack initiation and growth mod-
els in MICROFAVA is presented. Second, the application of the
probabilistic model to predicting the FCG variability in Ti-6Al-4V
is highlighted. Finally, application of the model to lifing a Ti rotor
design is demonstrated.

Probabilistic Fatigue Crack Growth Rate Modeling
The physics-based crack growth model proposed by Chan and

Enright for treating the three stages of fatigue crack growth has
the form given by �5–7�

da

dN
=

2s�n2/2

�E�2s�1/2�n2
��KT

n1−n2�Keff
−n1 + �Keff

−n2 − ��1 − R�KC�−n2	−1

�2�
with

� =
Es

4�y�� f�d
�3�

d = do
 D

Do
��

�4�

and

�KT =
��y�

��e
�Kth �5�

where the fatigue crack growth rate, da /dN, is expressed in terms
of an effective stress intensity range �Keff, which is the difference
between the applied stress intensity range �K and the stress in-
tensity range at crack closure �Kcl; �, a dimensionless normaliz-
ing parameter defined in terms of the Young’s modulus �E�, dis-
location cell size �s�, cyclic yield stress ��y��, fatigue ductility
coefficient �� f��, and the dislocation barrier spacing �d�. The dis-
location barrier spacing is taken to be a function of the grain size
D as described by Eq. �4�, where do, Do, and � are material
constants.

The stress intensity range at the stage I to stage II transition
�KT, is a function of the fatigue limit ���e�, cyclic yield stress
range and the large-crack FCG threshold ��Kth�; n1 and n2 are the
stage I and stage II exponents, respectively. R is the stress ratio
and KC is the fracture toughness.

The effective stress intensity range �Keff is expressed as �9�

�Keff = UPUDURUO�K �6�

where Ui is ratio of �Keff to �K for individual crack closure
mechanisms including plasticity- �P�, deflection- �D�, roughness-
�R�, and oxide-induced �O� closure. Analytical expressions for
computing individual Ui terms, which are summarized in a recent
paper �9�, include Newman’s formulation for treating plasticity-
induced crack closure �10�, Suresh’s formulation for crack deflec-
tion and roughness-induced crack closure �11�, as well as an
oxide-wedging model.

Probabilistic Crack Initiation Modeling
The crack initiation model of Tanaka and Mura �2� was devel-

oped based on a dislocation dipole mechanism operating in a sur-
face grain. During fatigue loading, irreversible slip occurs on par-
allel slip planes in a favorably oriented surface grain, producing
dislocation dipoles at the ends of a double pileup whose coales-

cence ultimately leads to crack nucleation. Chan �3� recently ex-
tended Tanaka and Mura’s model �2� to explicitly incorporate the
crack size, as well as other pertinent material parameters in the
response equation by considering the energetics of the fatigue
crack initiation process. Specifically, the length of the incipient
crack was obtained by equating the elastic strain energy released
by dislocation coalescence and crack opening to the fracture en-
ergy, consisting of elastic and plastic components, required to
form the crack surfaces. This formulation leads one to �3,6�

��� − 2Mk�Ni
� = � 8M2�2

	
�1 − ���1/2
 h

D
�
 a

D
�1/2

�7�

for crack initiation at slip bands, where �� is the stress range, M
is the Taylor factor, k is the friction stress, Ni is the cycles-to-
initiation, � is Poisson’s ratio, � is shear modulus, and
	�=0.005� is a universal constant. Equation �7� relates the crack
initiation life Ni to the grain size D, the slipband width h, and the
crack half-length or depth a. The exponent to Ni has been gener-
alized to � where 0��1. The value of � is not a constant, but
depends on the degree of slip irreversibility and the stacking fault
energy. Expressions for crack initiation at inclusions and notches
have also been developed and reported earlier �3�.

Probabilistic Framework
For probabilistic modeling, the material-specific variables in

Eqs. �2� and �7� are treated separately from the remaining vari-
ables. Previous studies �1,7� suggest that some of the material-
specific variables can be approximated as deterministic variables
�e.g., E ,s ,Kc�. The remaining material variables �dislocation bar-
rier spacing d, cyclic yield stress �y�, fatigue ductility coefficient
� f�� are modeled as random variables. In many instances, these
material variables are all functions of the grain size D. If the
non-material-specific random variables �ai ,�K ,R� are temporarily
treated as deterministic variables, Eq. �1� can be used to predict Nf
scatter attributed to material variability. A general probabilistic
framework has been developed to address the influences of both
the material- and non-material-specific variables on the probabil-
ity of fatigue fracture �12–15�. The Nf scatter results shown in this
paper can be directly applied to this framework, allowing the de-
signer to quantify the influences of the fundamental micromechan-
ics variables on overall component risk. Figure 1 shows the sche-
matics of the probabilistic framework utilized in MICROFAVA for
modeling random variables.

As in probabilistic crack growth modeling, material variables in
Eq. �7� are treated separately from the remaining �e.g., loading�
variables in probabilistic crack initiation modeling. The material
specific variables include grain size �D�, slipband width �h�, fa-
tigue limit �Mk�, elastic properties, and Taylor factor, which is
influenced by texture. The remaining variables are the stress
range, cycles-to-crack initiation �Ni�, and crack size �ai� at initia-
tion. Equation �7� can be utilized in two ways: �i� for computing
the Ni distribution for a given value of crack size at initiation, ai,
and �ii� for computing the distribution of ai for a given number of
fatigue cycles. For both cases, the general probabilistic framework
described by Enright et al. �15� is employed.

Model Application to Ti-6Al-4V
The probabilistic microstructure-based fatigue crack initiation

and growth modeling methodology is illustrated for Ti-6Al-4V.
Figure 2 shows the typical microstructure of the Ti-6Al-4V alloy,
which is comprised of primary � grains and Widmanstatten �
+� colonies. The volume fraction of � grain was �60%, and the
average grain size was �12 �m; both were determined using met-
allographic techniques. In grain size measurement, both the �
grain size and the �+� colony size were treated as equivalent and
fitted to one single probability density function. A log-normal dis-
tribution was used to describe the grain size distribution �D� of
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Ti-6Al-4V. As shown in Fig. 3, this distribution provides conser-
vative values of D compared to experimental values.

Material constants in the FCG model were determined from
FCG data for R=0.8 to ensure that the FCG response was free
from crack closure effects. Values for the material-related vari-
ables are indicated in Table 1. Once intrinsic material properties
were obtained, the FCG model was utilized to predict determinis-
tic da /dN curves for various R ratios by applying the crack clo-
sure model and using average values of grain size, yield stress,
and fatigue ductility coefficient. The crack closure model �9� in-
cludes plasticity �10�, deflection-, and roughness-induced �11� clo-
sure mechanisms, but not oxide-induced crack closure. For crack
growth in Ti-6Al-4V, grain size was the dominant microstructural
variable and was modeled as a log-normal random variable
�mean=11.7 �m, standard deviation=3.2 �m� based on grain
size measurements shown in Fig. 3. Cyclic yield stress �y� and

fatigue ductility coefficient � f� were modeled as deterministic vari-
ables to emphasize the influence of grain size variability on
da /dN and Nf scatter results.

S-Nf Variability. The microstructure-based fatigue crack initia-
tion and growth models were used to predict the fatigue cycles for
initiating a thumbnail crack of length 2a and depth c and the
number of cycles for this crack to reach a critical depth. Values of
material constant in the crack initiation model are presented in
Table 2.The computed crack initiation life Ni and crack growth
life Ng for various alternating stresses �a are compared against
experimental data in Fig. 4. The corresponding crack length ver-
sus fatigue cycle curves of crack initiation �Ni� and crack growth
�Ng� for a stress range of 552 MPa at a stress ratio R of 0.1 are

Fig. 1 Schematics of the probabilistic framework in MICROFAVA

for modeling material-specific random variables

Fig. 2 Microstructure of Ti-6Al-4V shows 60% primary � grain
„light phase… and a 40% of �+� Widmanstatten colonies

Fig. 3 Grain size of Ti-6Al-4V compared to the log normal
distribution

Table 1 Values of deterministic material variables for Ti-6Al-4V
at 24 °C used in microstructure-based fatigue crack growth
model „Eq. „2……

Variables Description Value

E Young’s modulus 1.61�105 MPa
n1

Stage I exponent 23.0
n2

Stage II exponent 3.87
s Dislocation cell size 0.25 �m
do

Reference dislocation barrier spacing 1.0 �m
Do

Reference grain size 1.0 �m
R Stress ratio 0.1
Kc

Fracture toughness 66.7 MPa m
�Kth

Fatigue threshold 2.0 MPa m
D Grain size 11.7 �m
�Ny

Cyclic yield stress 909.33 MPa
�Nf

Fatigue ductility coefficient 0.0389
� Dislocation barrier spacing exponent 1.0

Table 2 Values of deterministic material variables for Ti-Al-4V
at 24°C used in microstructure-based fatigue crack initiation
model „Eq. „7……

Variables Description Value

M Taylor factor 2
� Shear modulus 4.4�10−4 MPa
� Poisson’s ratio 0.333
	 Universal constant 0.005
� Fatigue imitation life exponent 0.5
�e

Fatigue limit �Mk� 272.5 MPa
h Slipband width 5�10−8 m
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presented in Fig. 5. For both cases, the fatigue crack growth lives
Ng were computed without a large-crack threshold. Variations of
the Ng value were obtained when a fatigue crack growth threshold
was employed. The life variation depends on the crack size at
which a crack is considered to have “initiated.” Different curves
of crack length versus fatigue cycle were predicted for crack ini-
tiation and growth. For most cases, the transition from crack ini-
tiation to crack growth appeared to occur at a crack size of one to
two grain diameters, as shown in Fig. 4 and 5.

The microstructure-based fatigue crack initiation and growth
models were utilized to predict the variability of fatigue crack
initiation and growth live due to grain size variations. A compari-
son of the predicted and observed probability density functions
�PDF� for crack initiation life is shown in Fig. 6, which shows that
the range of initiation life values associated with the experimental
data is within the values predicted by MICROFAVA.

Fatigue Threshold Variability. The FCG threshold model in
MICROFAVA contains an intrinsic term, which originates from the
crack-tip cyclic slip process, and an extrinsic term, which arises
from a combination of plasticity-induced closure with crack de-
flection, asperity-induced, and oxide-induced crack closure
mechanisms. In particular, the �Kth expression is given by �9�

�Kth = U−1�Kth,in = �UPUDURUO�−1�Kth,in �8�

with the intrinsic threshold �Kth,in given by �9�

�Kth,in = 0.1�ME

�ys
�1/2

Eb1/2 �9�

where b is the magnitude of the Burgers vector. The proposed
model was applied to compute the �Kth for Ti-6Al-4V for R val-
ues ranging from −1 to 1 and the results are presented in Fig. 7.

For these calculations, �Kth,in ranges from 1.2 MPam to
2.0 MPam. Most of the crack closure was contributed by crack-
wake plasticity. Figure 7 shows a comparison of model calcula-
tions against experimental data of Ti-6Al-4V from the HCF pro-
gram �18� at Air Force Research Laboratory �AFRL�, Marci �19�,
Döker and Marci �20�, and Boyce and Ritchie �21�.

The Ti-6Al-4V alloy studied by Boyce and Ritchie �21� were
identical to those used in the HCF program; hence, there was good
agreement between these two sets of �Kth data. For these two sets
of data, �Kth,in=2 MPam, it was correctly predicted by the in-
trinsic threshold model, Eq. �9�. The increase in �Kth at R0.8
was caused entirely by crack closure mechanisms. The lower
�Kth,in value �1.2 MPam� for the Ti-6Al-4V material studied by
Marci �19� and Döker and Marci �20� was predicted from Eq. �9�
using a Taylor factor of M �2. This value of M appeared to give
the lower bound for �Kth,in. Again, the increase in �Kth at R
�0.5 was entirely due to crack closure mechanisms. Thus, the
variation of �Kth,in from 1.2 MPam to 2 MPam could arise
from microstructural effects such as texture �different values of
M�, yield stress, and cell formation. On the other hand, the varia-
tion of �Kth at low R ratio �R�0.5� is likely caused by crack
closure.

Fig. 4 Predicted crack initiation life, Ni, crack growth life, Ng,
and total life, Nf, compared against observed failure life for Ti-
6Al-4V. From Chan et al. †16‡. Experimental data are from †17‡.

Fig. 5 A comparison of predicted and measured crack lengths
versus fatigue cycles for the initiation „Ni… of one grain-sized
crack and its growth „Ng… to failure. Experimental data are from
†17‡. From Chan et al. †16‡.

Fig. 6 Measured PDF for cycles-to-initiation compared against
MICROFAVA model prediction based on measured grain-size dis-
tribution. From Chan et al. †16‡.

Fig. 7 Comparison of model predictions against measured
�Kth for Ti-6Al-4V as a function of Kmax From Chan †9‡
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Crack Growth Rate Variability. Crack growth rate �mean and
1%/99% confidence limit� values for R=0.1 predicted using Eq.
�2� are compared to experimental data �21–24� in Fig. 8. A total of
67 sets of da /dN data of Ti- 6Al-4V of the same or equivalent
material and microstructure are presented in Fig. 8. Experimental
da /dN data at selected �K values were also analyzed to obtain
probability densities. These results are compared to probability
densities and coefficient of variation �COV� of predicted crack
growth rate at selected �K values in Figs. 9 and 10. It can be
observed from Fig. 9 that the PDF values based on the experimen-
tal data are bound by the microstructure-based PDF values for
most of the �K values considered. Figure 10 shows that the pre-
dicted COV is about 0.54–0.56 over the �K range of 3–
90 MPam. The two largest values of the experimentally deter-

mined COV are 0.45 at �K=15 MPam and 0.48 at �K
=45 MPam. The larger discrepancy at �K values in the range of
18–30 MPam is due to insufficient experimental data in that
crack growth regime.

Crack Growth Life Variability. Computational and experi-
mental da /dN values were applied to the life prediction of a
10 cm�10 cm Ti-6Al-4V plate with material properties indicated
in Table 1. A uniform stress range of 600 MPa was applied to the
plate at a stress ratio R of 0.1 and an initial crack �0.035 cm
�0.035 cm� was placed at one of the corners. Crack growth life
was computed using probabilistic fracture mechanics software
�DARWIN® 2004 �8�� using: �i� tabular da /dN values based on Eq.
�2�, and �ii� da /dN slope and intercept constants based on linear
and bilinear curve fits of experimental data from the literature
�22,23�. The results are shown in Fig. 11. It can be observed that
all of the predicted crack growth life values based on the experi-
mental da /dN data fall within the 5% and 95% confidence limits
based on life values associated with the computational model �Eq.
�2��. The corresponding computed and observed probability den-
sity of crack propagation life are compared in Fig. 12, which
shows that the predicted mean is in good agreement with the
experimental data. On the other hand, the predicted variability is
larger than experimental observations. As shown in Fig. 12, the
observed COV is �0.23 while the predicted COV is 0.57. The
observed COV is lower partly because of the sampling size and
partly because the COVs associated with curve fitting of indi-
vidual da /dN datasets have not been included in the computation
of the experimental COV. The observed COV is expected to ap-

Fig. 8 Measured da /dN data compared against model predic-
tions based on a log-normal grain size distribution †16‡

Fig. 9 Comparison of computed crack growth rate predictions
and probability density functions with experimental data for R
=0.1 at 24°C

Fig. 10 Comparison of computed crack growth rate „da /dN…

coefficient of variation with experimental data for R=0.1 at
24°C

Fig. 11 Comparison of predicted crack growth life values
based on microstructure-based computational model and ex-
perimental data da /dN results †22,23‡ for R=0.1 at 24°C †16‡
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proach the predicted COV as the sampling size increases and the
COVs of individual da /dN datasets are taken into account. Addi-
tional FCG life computations for ��=552 MPa indicates that the
predicted COV is independent of the applied stress and depends
only on the grain size distribution since stress variations are not
considered in these calculations.

Application to Probabilistic Life Prediction of Titanium
Components

Two example problems were solved to validate the MICROFAVA

prediction and its integration with DARWIN. For the first validation
case, the calibration problem of a fictitious titanium rotor disk
subjected to a single inertial load in FAA Advisory Circular
AC33.14-1 �25� and an empirically derived hard � distribution
�13� as the initial crack size distribution were used to assess the
MICROFAVA/DARWIN da /dN and life predictions. Essentially, iden-
tical results were obtained by the current methodology and those
reported in the FAA Circular. In the second validation, MICROFAVA

and DARWIN were used to analyze the probability of fatigue frac-
ture of a representative Ti rotor design. As in the first problem, the
initial crack size was described by the distribution of the hard �
particle size and a power-law FCG relation was used. Figure 13
shows the rotor disk design divided into 221 zones after five zone
refinements. The predicted probability of fracture computed on the
basis of conventional �experimental da /dN data� material input
and MICROFAVA input are compared in Fig. 14.

It should be noted that the results based on the conventional
data input did not consider the coefficient of variation �COV� of
da /dN. Without considering the COV, the DARWIN prediction us-
ing MICROFAVA input is slightly less conservative than that using
the conventional input. The ability of MICROFAVA to predict the

COV in addition to the mean da /dN allows one to quantify the
increase in the probability of fracture due to da /dN variation. As
shown in Fig. 14, the predicted probability of fracture is increased
slightly above the conventional method line when the COV pre-
dicted from MICROFAVA is incorporated into the DARWIN design
analysis. These computations illustrate that MICROFAVA is a viable
methodology for predicting fatigue variability due to microstruc-
tural variations and is highly compatible with probabilistic design
and life-prediction methods.

Conclusions
In this paper, the development of a probabilistic microstructure-

based crack initiation and growth model was summarized and the
model capability was illustrated for life prediction of Ti-6Al-4V. It
was shown that the microstructure-based S-Nf and da /dN simula-
tion results are in agreement with experimental data for the range
of values considered in this study. Fatigue life variability in Ti-
6Al-4V appears to originate, at least partly if not totally, from
microstructural variability in the form grain size variations. In
addition, the microstructure-based models appear to provide rea-
sonable estimates of crack growth life and total life variability
when compared to life values based on experimental da /dN and
S-Nf data. Application of the probabilistic fatigue model to a Ti
alloy rotor design illustrates that the proposed model is capable of
predicting the confidence bounds of the fatigue life and can sig-
nificantly reduce the database requirement used to define fatigue
life variability.

This work was sponsored by the Air Force Office of Scientific
Research �AFOSR�, USAF, under Contract No. F49620-01-1-
0547, and was performed as part of the AFOSR MEANS program,
Dr. Craig S. Hartley, program manager. The views and conclu-
sions contained herein are those of the authors and should not be
interpreted as necessarily representing the official policies or en-
dorsements, either expressed or implied, of the Air Force Office of
Scientific Research or the U.S. Government.
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Rotordynamic Coefficients
Measurements Versus
Predictions for a High-Speed
Flexure-Pivot Tilting-Pad Bearing
„Load-Between-Pad
Configuration…
Experimental dynamic force coefficients are presented for a four pad flexure-pivot tilting-
pad bearing in load-between-pad configuration for a range of rotor speeds and bearing
unit loadings. Measured dynamic coefficients have been compared to theoretical predic-
tions using an isothermal analysis for a bulk-flow Navier-Stokes (NS) model. Predictions
from two models—the Reynolds equation and a bulk-flow NS equation models are com-
pared to experimental, complex dynamic stiffness coefficients (direct and cross-coupled)
and show the following results: (i) The real part of the direct dynamic-stiffness coeffi-
cients is strongly frequency dependent because of pad inertia, support flexibility, and the
effect of fluid inertia. This frequency dependency can be accurately modeled for by
adding a direct added-mass term to the conventional stiffness/damping matrix model. (ii)
Both models underpredict the identified added-mass coefficient ��32 kg�, but the bulk-
flow NS equation predictions are modestly closer. (iii) The imaginary part of the direct
dynamic-stiffness coefficient (leading to direct damping) is a largely linear function of
excitation frequency, leading to a constant (frequency-independent) direct damping
model. (iv) The real part of the cross-coupled dynamic-stiffness coefficients shows larger
destabilizing forces than predicted by either model. The frequency dependency that is
accounted for by the added mass coefficient is predicted by the models and arises (in the
models) primarily because of the reduction in degrees of freedom from the initial 12
degrees (four pads times three degrees of freedom) to the two-rotor degrees of freedom.
For the bearing and condition tested, pad and fluid inertia are secondary considerations
out to running speed. The direct stiffness and damping coefficients increase with load,
while increasing and decreasing with rotor speed, respectively. As expected, a small whirl
frequency ratio (WFR) was found of about 0.15, and it decreases with increasing load
and increases with increasing speed. The two model predictions for WFR are comparable
and both underpredict the measured WFR values. Rotors supported by either conven-
tional tilting-pad bearings or flexure-pivot tilting-pad (FPTP) bearings are customarily
modeled by frequency-dependent stiffness and damping matrices, necessitating an itera-
tive calculation for rotordynamic stability. For the bearing tested and the load conditions
examined, the present results show that adding a constant mass matrix to the FPTP
bearing model produces an accurate frequency-independent model that eliminates the
need for iterative rotordynamic stability calculations. Different results may be obtained
for conventional tilting-pad bearings (or this bearing at higher load conditions).
�DOI: 10.1115/1.2179467�

Introduction

Figure 1 shows a flexible-pivot bearing �FPB�. The pads are
supported by a beam element “web.” The web has sufficient radial
stiffness to support the pad and the load of the shaft in the radial
direction, and also allows the pads to tilt to achieve high stability
�low cross-coupling stiffnesses�. Armentrout and Paquette �1� in-
troduced this design, which offers many of the rotordynamic ad-
vantages of tilting-pad journal bearings. FPB consists of pivoted

pads machined from a solid blank through an electrical discharge
machining �EDM� process. Performance data for a FPB in terms
of stability were presented by Armentrout and Paquette �1� for a
high-speed turbocompressor. Kepple et al. �2� reported that the
first FPB set was installed in 1994. They compare some disadvan-
tages of tilting-pad bearing �pivot wear, complexity in design,
production, installation, tolerance stack ups, and maintenance�
versus the FPBs that have stability characteristic similar to tilting-
pad bearings. Zeidan �3� also discusses the rotordynamic charac-
teristics of FPBs.

Stiffness, damping, and added-mass coefficients are very im-
portant in modeling fluid-structure interaction forces for rotordy-
namic analysis. These coefficients are typically expressed in the
following linearized force-displacement bearing model:
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received August 30, 2005; final manuscript received September 6, 2005. Review
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and Air, Reno, NV, June 6–9, 2005, Paper No. GT2005-68343.
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− � fbx

fby
� = �Kxx Kxy

Kyx Kyy
���x
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� + �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
� �1�

In performing a stability analysis of high-speed machinery run-
ning on tilting-pad bearings, a persistent question is: Should the
rotordynamic coefficients be calculated at the synchronous preces-
sion �running-speed� frequency or at the rotor’s natural fre-
quency? Lund �4� discusses how to calculate these coefficients at
the running-speed �synchronous precession� frequency for a
tilting-pad journal bearing, considering the pads’ inertia and raised
this question. His analysis was based on a Reynolds-equation
model that does not predict added-mass coefficients for fixed-arc
bearings. Reinhardt and Lund �5� show the significance of fluid
inertia �added-mass coefficients� on a journal bearing operating in
a laminar flow regime, producing the following model:

− � fbx

fby
� = �Kxx Kxy

Kyx Kyy
���x

�y
� + �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
�

+ �Mxx Mxy

Myx Myy
���ẍ

�ÿ
� �2�

San Andrés �6� presented an analysis of flexure-pivot tilting-pad
hybrid bearings operating in the turbulent flow regime, using
bulk-flow transport equations �mass-continuity, momentum, and
energy equations�. His predictions using liquid oxygen as a lubri-
cant show both direct and cross-coupled added mass coefficients.

Parsell et al. �7� also obtained stiffness and damping coeffi-
cients for a tilting-pad bearing. They showed that the frequency of
the excitation force is one of the important parameters affecting
the dynamic characteristics of high-speed bearings. They con-
cluded that the direct stiffness coefficients of a preloaded five-
shoe tilting-pad bearing decrease slightly with an increase of ex-
citation frequency, while the direct damping coefficients increase
slightly. Barrett et al. �8� extended previous work by including the
real parts of the system eigenvalues. Their results were presented
for a five-shoe tilting-pad bearing �LBP �load-between-pads� con-
figuration� with negligible pad inertia effects. They conclude that
rotor stability calculations using synchronously reduced coeffi-
cients �ignoring real parts of the system eigenvalues� would over-
estimate the stability of the system for small preloads with high
Sommerfeld numbers.

Ha and Yang �9� measured the effects of excitation frequency
on the direct stiffness and direct damping coefficients of a five-
shoe tilting-pad bearing �LOP �load-on-pad� configuration�. The
maximum rotational speed used in that test was 3600 rpm. They
conclude that the variation of the excitation frequency has a neg-
ligible effect on both direct stiffness and damping coefficients.

For tilting-pad bearings, in general, and flexure-pivot pad bear-
ings �FPB�, in particular, the continuing rotordynamic issue is:
What is the frequency-dependent nature of the rotordynamic co-
efficients? The present work answers this question by providing

experimental test data for rotordynamic coefficients of a bearing
for a range of running speeds, loads, and excitation frequencies.
Test results are compared to predictions obtained from Reynolds-
equation and bulk-flow models.

Test Rig Description
Figure 2 shows the main test section of the test rig described by

Rodriguez and Childs �10� and used here to study the dynamic
performance of the flexure-pivot tilting-pad bearing. The test rig
consists of the following components:

1. a steel base to support the main test section and the air
drive turbine

2. two pedestals to support the test rotor through two ball
bearings that are lubricated through an oil-mist system

3. an air turbine that can deliver �65 kW used to drive the
rotor up to a maximum speed of 17,000 rpm through a
high-speed flexible-disk coupling

4. a stator used to hold the flexure-pivot tilting-pad bearing
and all the associated instrumentation �thermocouples,
pressure probes, accelerometers, and proximity sensors�

5. six pitch stabilizers used to hold the stator axially; these
pitch stabilizers are also used to angularly align the shaft
with the rotor and to eliminate pitching motion.

6. a pneumatic loader to apply a static load to the stator in
the positive y direction. The static loader cable is con-
nected to the stator assembly through a yoke and spring
system to assure that the load is applied exclusively in
one direction. The rated maximum available load is
�22.2 kN. The applied load is measured with a load cell
attached to the static loader cable.

7. two orthogonally mounted hydraulic shakers used mainly
for applying dynamic load to the stator; their heads are
attached to the stator middle section via elastic stingers.
Stingers isolate the test structure from the dynamics of
the shakers structure. The stator-shaker-stinger arrange-
ment is shown in Fig. 3. The x-direction shaker can ex-
cite the stator with dynamic loads up to 4.45 kN in ten-
sion and compression, while the y-direction shaker can
excite the stator with dynamic loads up to 4.45 kN in
tension and 11.1 kN in compression. Both shakers can
excite at frequencies up to 1000 Hz. The dynamic load
applied to the stator is measured with load cells located
between the stingers and the shaker frame.

8. oil supplying system. ISO VG32 turbine oil is delivered
to the test section at the required specific temperature and
flow rate through a controlled pneumatically driven
valves and heat exchanger system.

Instrumentation
Six high-sensitivity proximity probes, located in the stator end

caps on the exit sides of the FPB, record the relative motion of the
stator with respect to the rotor for the x and y directions of exci-
tation force. Two radial proximity probes were installed in the end
cap at the non-drive-end �NDE� side. In addition, four probes
were installed in the end cap at the drive-end �DE� side to measure
the pitch and yaw of the stator. Two of the probes installed in the
end cap at the DE side were used to provide feedback to the
shakers’ control system. Two piezoelectric accelerometers mea-
sure the stator absolute acceleration in the x and y directions.

Flexure-Pivot Bearing Geometry
Figure 4 shows the FPB-stator assembly, consisting of the bear-

ing, stator, and two end caps. The FPB design parameters are
given in Table 1.

Fig. 1 Flexure-pivot tilting-pad bearings
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Dynamic Parameters Identification Procedure
This section details the rotordynamic parameter identification

procedure and has been adapted from Childs and Hale �11� and
repeated here for clarification purposes. The stator assembly is

excited by hydraulic shakers in two orthogonal planes �x ,y�. The
equations of motion for the stator can be written as

Ms�ax

ay
� = � fx

fy
� − � fbx

fby
� �3�

Substituting Eq. �2� into Eq. �3� and rearranging gives

� fx − Msax

fy − Msay
� = − �Kxx Kxy

Kyx Kyy
���x

�y
� − �Cxx Cxy

Cyx Cyy
���ẋ

�ẏ
�

− �Mxx Mxy

Myx Myy
���ẍ

�ÿ
� �4�

The rotordynamic coefficients are determined in the frequency
domain via the fast Fourier transform F, which yields

�Fx − Ms Ax

Fy − Ms Ay
� = − �Hxx Hxy

Hyx Hyy
��Dx

Dy
� �5�

where Fk=F�fk�, Ak=F�ak�, Dk=F��k�.
The elements of the frequency response function H in Eq. �5�

are related to the coefficients defined in Eq. �4� by

Hij = Kij − Mij�
2 + jCij� �6�

Equation �5� provides two equations in the four unknowns Hxx,
Hxy, Hyx, and Hyy. To provide four independent equations, alter-
nate shakes about an eccentric rotor position were conducted on
the stator in orthogonal directions �x and y� yielding four equa-
tions and four unknowns, given by

�Fxx − Ms Axx Fxy − Ms Axy

Fyx − Ms Ayx Fyy − Ms Ayy
� = − �Hxx Hxy

Hyx Hyy
��Dxx Dxy

Dyx Dyy
�

�7�

Fig. 2 Main test section of the test rig

Fig. 3 Shaker-stinger configuration „NDE side…
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Bearing Center
The bearing center was found using “bump” tests. Diametral

clearance was measured along two perpendicular axes passing
through the center of the pads and found to be 330.2 �m and
431.8 �m, respectively. The difference suggests that the bearing
was “crushed” at some stage of the assembly process.

Dynamic Tests Procedure
Dynamic tests were performed by shaking the stator in the x

and y directions, independently, for every point in the test matrix
shown in Table 2.The excitation of the shakers was a pseudo-
random wave-form type with frequencies from 20 Hz to 320 Hz
in 10 Hz increments. The magnitude of the excitation force was

controlled such that the FPB will have a linear behavior during
testing. In general, the motion of the stator has been kept to
�5–10% of the bearing radial clearance.

One set of the dynamic stiffness coefficients is obtained as the
average of 32 separate shake tests that are averaged in the fre-
quency domain using a pseudo-random wave form. To estimate
the variability of dynamic data, 10 consecutive tests �each includ-
ing 32 separate shake tests� were conducted. During these tests,
the operating conditions load, speed and temperature �37.8°C�
were held approximately constant. The following sets of data were
recorded at each of the test conditions shown in Table 2 in the
time domain for a 3.2 s duration of shaking in each direction:

�a� excitation force component vector
�b� stator acceleration vector component
�c� stator position in the x and y directions at the NDE

plane

The average of these 10 tests was used for calculating the dy-
namic stiffnesses. Their uncertainties are equal to two times the
standard deviation. The dynamic tests aim to measure rotordy-
namic coefficients of the FPB. However, the procedure will also
measure stiffness and damping arising from the structure of the
test rig that holds or feeds the FPB, such as the hose connections,
pitch stabilizers, etc. To account for these additional elements,
“base-line” tests were conducted at zero rotor speed without oil in
the bearing. The baseline dynamic stiffnesses have been sub-
tracted from the average dynamic stiffnesses obtained for each test
condition, and the rotordynamic coefficients are obtained from the
corrected dynamic stiffness result.

Software based on San Andrés �12� was used to predict the
static and dynamic performance of the FPB. This model is based
on the bulk-flow governing equations �mass conservation, axial
and circumferential momentum, and energy equations� for laminar
and turbulent flow in the thin fluid film lands of the bearing. Fluid
inertia effects �temporal and convective terms� can be accounted
for using this software. The highest Reynolds number calculated
in these experiments was �350 at 12,000 rpm, which indicates
operation in the laminar flow regime. A Reynolds equation model
developed by San Andres was also used. Pad inertia and pad sup-
port flexibility is accounted for in all calculations for both models.
An isothermal analysis is used. The codes cannot account for dif-

Fig. 4 Bearing-stator assembly

Table 1 Flexure-pivot bearing design parameters

Number of pads 4
Configuration LBP
Pad arc angle 72°
Pivot offset 50%
Rotor diameter 116.8095±0.0051 mm
Pad axial length 76.2±0.0254 mm
Radial pad clearance �Cp� 0.254±0.0127 mm
Radial bearing clearance �Cb� 0.1905±0.0127 mm
Preload 0.25
Calculated pad rotational stiffness 1694.8 N m/rad
Calculated pad polar inertia 7.448�10−5 kg m2

Calculated pad mass 1.226 kg
Web thickness 2.1251 mm
Web height 7.4379 mm

Table 2 Nominal test matrix for dynamic tests

Bearing unit loading �kPa�

rpm 0 172.4 344.7 517.1 689.5 1034.2

4000 * * * * * N/A
6000 * * * * * *
8000 * * * * * *

10,000 * * * * * *
12,000 * * * * * *
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ferent radial clearances in orthogonal directions so a constant ra-
dial clearance of 165.1 �m �6.5 mils� has been used for all calcu-
lations.

Identifying Rotordynamic Coefficients
After subtracting the baseline results, the average dynamic stiff-

nesses can be written in a matrix form given by

�Hxx Hxy

Hyx Hyy
� = �Re�Hxx� Re�Hxy�

Re�Hyx� Re�Hyy�
� + j · �Im�Hxx� Im�Hxy�

Im�Hyx� Im�Hyy�
�
�8�

The rotordynamic coefficients can be calculated from the fre-
quency response functions H by performing a least-squares pa-
rameter estimation on each element of the real and the imaginary
parts of Eq. �8�. The real and the imaginary parts take the forms
Kij −Mij�

2 and Cij�, respectively, where � is the excitation fre-
quency. Therefore, the stiffness and added-mass coefficients will
be estimated from the real part of Eq. �8�; whereas the damping is
estimated from the slope of the imaginary part of Eq. �8�. The
uncertainty of the rotordynamic coefficients can be found utilizing

the confidence interval for that particular coefficient; a 95% con-
fidence interval was used, which mainly depends on the curve fits
of the average value of the dynamic stiffnesses in Eq. �8�.

The predicted dynamic stiffnesses were treated the same way as
the experimental dynamic stiffnesses in obtaining the rotordy-
namic coefficients and their uncertainties.

Dynamic Stiffness Results
Figure 5 presents the experimental and theoretical �bulk-flow

and Reynolds-equation� dynamic stiffness coefficients at
12,000 rpm and 689.5 kPa bearing unit loading. These results are
representative of all dynamic-stiffness data. Results are shown for
Hxx, Hyy, Hxy, and Hyx for a range of experimental frequencies
�20–320 Hz�. The running speed is indicated by the vertical line at
200 Hz.

Starting with Re�Hxx� and Re�Hyy� in Fig. 5�a�, remember that
the zero-frequency intercept defines the direct stiffness. The two
model predictions and the measurements show a very substantial
drop in stiffness with increasing excitation frequency �. This qua-
dratic frequency dependency can be modeled as an added-mass
coefficient. Both models give comparable results below the run-
ning speed, but the bulk-flow predictions are modestly closer to
test results than the Reynolds solution, especially at high frequen-

Fig. 5 Experimental and theoretical dynamic stiffnesses versus the excitation frequency at 12,000 rpm and 689.5 kPa bearing
unit loading
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cies. These differences will result in smaller direct added-mass
coefficients for the Reynolds equation model. Re�Hyy� is greater
than Re�Hxx� because +y is the load direction, and the bearing has
a tighter clearance in that direction �bearing crush�. A conven-
tional stiffness and damping matrix model for the FPB will re-
quire a quadratic dependency of the direct stiffness coefficient to
account for the measured and predicted results. Simply adding a
direct added mass coefficient to the model, as shown in Eq. �3�,
eliminates the frequency dependency.

Moving to Re�Hxy� and Re�Hyx� in Fig. 5�b�, results and pre-
dictions define frequency-dependent cross-coupled stiffness coef-
ficients. There are slight differences in predictions from the two
models at high �supersynchronous� frequencies, but the results
basically coincide below the running speed. Note, in particular,
that the measured values for Re�Hxy� and Re�Hyx� have difference
signs in the subsynchronous frequency range versus other pre-
dicted terms that have the same signs, implying that the measured
cross-coupled stiffness coefficients are more destabilizing than
predicted. The erratic fluctuations with excitation frequency are
not predicted by either model.

Continuing with Im�Hxx� and Im�Hyy� in Fig. 5�c�, the slope of
this function defines the direct damping coefficient. As predicted,
measured data generally increases linearly with increasing fre-
quency. Predictions from the two models coincide, and the mea-
sured slope is consistently larger than predicted. As the next sec-
tion concerning rotordynamic coefficients shows, this outcome
varies with load and speed. For some ranges of these parameters,
damping is underpredicted.

Figure 5�d� illustrates Im�Hxy� and Im�Hyx�. Predictions from
the two models basically coincide and predict a linear increase
with increasing frequency. The slopes of the functions define the
cross-coupled stiffness coefficients of Eq. �4�. Measured results,
over the full frequency range, are nominally linear: However, a
good deal of unpredicted �and unexplained� frequency depen-
dency is present in the measured results. Cross-coupled damping
coefficients that are approximately equal and have the same sign
provide positive damping. A comparison between the magnitudes
in Figs. 5�c� and 5�d� shows that the cross-coupled damping is
approximately one-fifth of the direct damping. Predicted and ex-
tracted rotordynamic coefficients will be presented and discussed
in the next section.

For some test condition, the parabolic Kij −Mij�
2 and the linear

Cij� models used to fit the real and imaginary cross-coupled dy-
namic stiffnesses worked poorly, as can be seen from the coeffi-
cient of determination R2 values in Table 3. Specifically for the
Re�Hyx� in this example R2 values equal to 1 represents a perfect
fit, and lower values indicate a poorer fit. In general, the direct
dynamic stiffnesses always have a good fit unlike the cross-
coupled terms.

Rotordynamic Coefficients Result

Stiffness Coefficients. Figure 6 shows the experimental and
theoretical �bulk-flow model� stiffness coefficients versus rotor
speed for different bearing unit loading. The direct stiffness in-
creases linearly with increasing rotor speed at low bearing unit
loading as seen in Fig. 6�a�. As seen in Fig. 6�e�, increasing the
bearing unit loading causes the direct stiffness coefficients to be-
come less sensitive to increases in rotor speed. When increasing
the load further to the maximum loading �9.2 kN�, Figs. 6�e� and
6�f�, the experimental direct stiffness coefficients increase with

increasing rotor speed up to 10,000 rpm and then decrease for
speeds above 10,000 rpm.

Direct stiffness coefficients are well predicted at low loads, but
at the highest loads are underpredicted. Also, at higher loads, mea-
sured direct stiffnesses are more dependent on speed than pre-
dicted. The cross-coupled stiffness coefficient magnitudes in-
crease uniformly with increasing rotor speed. The maximum and
minimum increase of cross-coupling stiffness coefficient Kxy is
seen, respectively, at the lowest load in Fig. 6�a� and at the maxi-
mum load in Fig. 6�f�, while for Kyx the opposite situation holds.
Contrary to predictions, Kyx and Kxy have different signs for all
operating conditions. The agreement between experiment and pre-
dictions improves with increasing rotor speed and decreasing ap-
plied static load.

Damping Coefficients. Figure 7 illustrates measured and pre-
dicted direct and cross-coupled damping coefficients for a range
of applied loads. Figure 7 shows that the direct damping coeffi-
cient in the direction of load Cyy and the cross-coupled damping
coefficient Cyx are always higher than Cxx and Cxy, respectively,
because the clearance in the y direction is smaller than in the x
direction �bearing crush discussed earlier�. Direct damping coef-
ficients Cyy and Cxx increase with increasing static load. For in-
creasing loads, they drop with increasing speed. Direct damping
coefficients are reasonably well predicted, with better accuracy at
low loads than high loads.

Added-Mass Coefficients. Figure 8 illustrates the added-mass
coefficients for a range of running speeds and applied bearing unit
loading. At low unit loads, Myy and Mxx are approximately equal
�32 kg� and independent of speed. With increasing unit loads, Mxx

is smaller than Myy at low speeds but approaches Myy at high
speeds. The cross-coupled added mass coefficients Myx and Mxy
are relatively small, tend to both be negative, and are insensitive
to changes in speed or unit loading. The direct added-mass terms
are reasonably well predicted at low and medium loads except for
the major differences in magnitude for Myy and Mxx. Measured
cross-coupled mass coefficients have about the same magnitudes
as predictions and, generally, have the same sign �as predicted�,
but their signs are incorrectly predicted.

Negative values for cross-coupled added mass terms come from
the approach used to fit the dynamic stiffnesses to the Kij
−Mij�

2 model. The frequency dependency of measured cross-
coupled dynamic stiffnesses does not follow this model. But, the
cross-coupled terms were very small compared to the direct coef-
ficients, and to maintain a consistency in presenting the data, these
coefficients were not modified, even though the coefficient of de-
termination �R2� is very small for the curve fit.

Whirl Frequency Ratio (WFR)
WFR is the ratio between the precession frequency of the rotor

and running speed at the onset speed of instability ��s�. Lund �13�
shows how to calculate the WFR for a rigid or flexible rotor
supported by journal bearings that are modeled by stiffness and
damping coefficients. To account for the effects of an added mass
matrix, San Andres’ analysis �14� was used. The WFR is a real
positive number or purely imaginary number �indication of infi-
nite stability�, and in that case the WFR, will be a negative num-
ber. For most fixed-arc bearings, the WFR is �0.5. As mentioned
earlier, FPB characteristics lie between fixed-geometry bearings
and tilting-pad bearings, depending on the rotational stiffness of

Table 3 Coefficient of determination for experimental dynamic stiffnesses shown in Fig 5

Re�Hxx� Re�Hxy� Re�Hyx� Re�Hyy� Im�Hxx� Im�Hxy� Im�Hyx� Im�Hyy�

R2 0.9852 0.9269 0.3136 0.9360 0.9962 0.9033 0.8533 0.9578
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the web. If the web rotational stiffness is high, the FPB will act
like a fixed-arc bearing journal bearing. If the rotational stiffness
is very small, the FPB will act like a tilting-pad bearing. Zeidan
and Paquette �15� discuss in detail the effects of the flexure-pivot
rotational stiffness on stability. The central advantage of the WFR
in evaluating bearing stability characteristics is that the effects of
all elements are considered.

Figure 9 shows WFR versus running speed for a range of ap-
plied loads. Increasing the load generally decreases the WFR. For
the highest load, WFR is negative �infinite stability� at all speeds
below 12,000 rpm. At all loads, the WFR approaches 0.15 at
12,000 rpm.

Figure 10 provides a WFR comparison between measurements
and predictions �bulk-flow and Reynolds� models for light

�1.4 kPa� and heavy �692.2 kPa� unit loads versus rotor speed.
The models underpredict WFR �over estimate bearing stability�
for both loading conditions. Bulk-flow predictions are modestly
closer to measurement results at low loading. At higher loading,
results from the two models are quite close. In addition, both
models incorrectly predict the general trend of WFR with increas-
ing rotor speed.

Summary and Conclusion
The following question was posed at the beginning of this pa-

per: What is the frequency-dependent nature of the rotordynamic
coefficients? To answer the question, tests were conducted for a
FPB bearing over a range of unit loads �1.4–1038 kPa� and run-
ning speeds �4000–12,000 rpm�. Measured excitation forces were

Fig. 6 Stiffness coefficients versus rotor speeds for different bearing unit loading: „a… 1.4 kPa, „b… 175.9 kPa, „c… 348.4 kPa,
„d… 513.8 kPa, „e… 692.2 kPa, and „f… 1038.2 kPa
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applied in two orthogonal directions at frequencies from 20 Hz to
320 Hz in two orthogonal directions to obtain direct and cross-
coupled dynamic stiffness coefficients, from which rotordynamic
coefficients were extracted.

The results obtained show that the answer to the frequency-
dependent question depends entirely on the model used in defin-
ing the bearings rotordynamic coefficients. If a conventional stiff-
ness and damping matrix model ��C� and �K� model� is used, the
direct stiffness coefficients will be strongly frequency dependent,
with a magnitude that drops dramatically with increasing excita-
tion frequency. However, if a mass matrix model is added ��M�-
�C�-�K� model�, the model is frequency independent. This result
holds for predictions from either a Reynolds-equation or a bulk-
flow analysis. The bulk-flow model is modestly better at higher
frequencies. However, out to running speed, the predictions from
the two models basically coincide. The �M�-�C�-�K� model results
may or may not apply to conventional tilting-pad bearings or even

to the present bearing at higher load conditions. However, very
similar results were obtained for this bearing in load and pad
configuration �10�. Tests were conducted in 2005 for this flexure
pivot pad bearing in LBP configuration at higher loads and a
conventional tilting-pad bearing in LOP and LBP configurations.

The following points summarize and conclude the additional
results that were obtained:

• Each element of the dynamic stiffness matrix H was fit-
ted to Kij −Mij�

2+ jCij� to obtain rotordynamic coeffi-
cients. A goodness of fit �coefficient of determination R2�
was calculated for each curve fit. The goodness of fit was
found to be excellent for the direct coefficients and in
some cases poor for the cross-coupled coefficients.
Therefore the cross-coupled dynamic stiffness terms
show a frequency dependency that cannot be fitted to
Kij −Mij�

2+ jCij�.

Fig. 7 Damping coefficients versus rotor speeds for different bearing unit loading: „a… 1.4 kPa, „b… 175.9 kPa, „c… 348.4 kPa, „d…
513.8 kPa, „e… 692.2 kPa, and „f… 1038.2 kPa
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• The direct stiffness coefficients increase with load and
increase with speed at low loads. The direct damping
coefficients increase with increasing load and decrease
with increasing speed, with the maximum decrease at
high loads.

• The direct added mass coefficients are almost equal
�Mxx�Myy� and on the order of �32 kg�. They are almost
constant with load specifically at high speeds, but in-
crease with speed.

• The WFR of the flexure-pivot bearing �FPB� was calcu-
lated and found to be �0.15. The WFR decreases with
increasing load and increases with increasing speed with
minimum value around 6000 rpm. The added mass coef-
ficients have very little influence on the WFR, with �1%

increase at the highest speed and lowest load. The mod-
els predict infinite stability at low loads, while the mea-
surements show a whirl frequency ratio on the order of
0.15. This would translate into a prediction of an onset
speed of instability of 6.7 times the first critical speed
versus infinity for the models.

Nomenclature
Ax ,Ay � Fourier transformation of ax and ay,

respectively
ax ,ay � measured stator acceleration in the x and y

directions, respectively �m/s2�
Cb � radial bearing clearance �m�

Fig. 8 Added-mass coefficients versus rotor speed for different bearing unit loading: „a… 1.4 kPa, „b… 175.9 kPa, „c… 348.4 kPa,
„d… 513.8 kPa, „e… 692.2 kPa, and „f… 1038.2 kPa
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Cp � radial pad clearance �m�
Cij � damping coefficient �kN s/m�
D � inside bearing diameter �m�

Dx ,Dy � Fourier transformation of �x and �y,
respectively

Fx ,Fy � Fourier transformation of fx and fy,
respectively

fbx , fby � bearing reaction force in the x and y direc-
tions, respectively �N�

fx , fy � measured excitation force in the x and y direc-
tions, respectively �N�

Hij � Kij −Mij�
2+ jCij�, Average dynamic stiffness

vector for the ten tests �MN/m�
i , j � subscripts representing x and y

j � 	−1
Kij � stiffness coefficient �MN/m�

L � pad length �m�
Mij � added mass coefficient �kg�
Ms � stator mass �kg�

p � bearing unit loading=W / �LD� �kPa�
Rb � bearing radius �m�
Rp � pad radius �m�
Rs � shaft radius �m�
W � applied static load in the positive y direction

�N�
�x ,�y � measured relative displacement between the

rotor and the bearing in the x and y directions,
respectively �m�

x ,y � displacement direction
� � rotor speed �rpm�
� � excitation frequency �Hz�
�s � onest speed of instability �rpm�

Fig. 10 Experimental and theoretical „bulk-flow and Reynolds models… WFR versus
rotor speed for different bearing unit loading, with fluid inertial effects

Fig. 9 Experimental WFR versus for rotor speed for different bearing unit loading
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A Comparative Study of Different
Methods of Using Animal Fat as a
Fuel in a Compression Ignition
Engine
This work explores a comparative study of different methods of using animal fat as a fuel
in a compression ignition engine. A single-cylinder air-cooled, direct-injection diesel
engine is used to test the fuels at 100% and 60% of the maximum engine power output
conditions. Initially, animal fat is tested as fuel at normal temperature. Then, it is pre-
heated to 70°C and used as fuel. Finally, animal fat is converted into methanol and
ethanol emulsions using water and tested as fuel. A drop in cylinder peak pressure,
longer ignition delay, and a lower premixed combustion rate are observed with neat
animal fat as compared to neat diesel. With fat preheating and emulsions, there is an
improvement in cylinder peak pressure and maximum rate of pressure rise. Ignition delay
becomes longer with both the emulsions as compared to neat fats. However, preheating
shows shorter ignition delay. Improvement in heat release rates is achieved with all the
methods as compared to neat fats. At normal temperature, neat animal fat results in
higher specific energy consumption and exhaust gas temperature as compared to neat
diesel at both power outputs. Preheating and emulsions of animal fat show improvement
in performance as compared to neat fat. Smoke is lower with neat fat as compared to neat
diesel. It reduces further with all the methods. At peak power output, the smoke level is
found as 0.89 m−1 with methanol, 0.28 m−1 with ethanol emulsions, and 1.7 m−1 with fat
preheating, whereas it is 3.7 m−1 with neat fat and 6.3 m−1 with neat diesel. Methanol
and ethanol emulsions significantly reduce NO emissions due to the vaporization of water
and alcohols. However, NO increases with fat preheating due to high in-cylinder tem-
perature. Higher unburned hydrocarbon and carbon monoxide emissions are found with
neat fat as compared to neat diesel at both power outputs. However, these emissions are
considerably reduced with all the methods. It is finally concluded that adopting emulsi-
fication with the animal fat can lead to a reduction in emissions and an improvement in
combustion characteristics of a diesel engine. �DOI: 10.1115/1.2180278�

Introduction
The main problems associated with the use of animal fats and

vegetable oils as fuel in diesel engines are their high viscosity and
poor volatility. A number of methods have been tried in the past to
use vegetable oils and animal fats efficiently in diesel engines.
Some of them are transesterification of vegetable oils, blending
the oils with diesel and alcohols, fuel preheating, dual fueling with
gaseous and liquid fuels, use of additives, etc. �1–5�.

Transesterification shows significant reduction in viscosity, en-
hancement in cetane number, and other physical properties �5�.
But, transesterification is a complex and cumbersome process.
Dual fueling is a well-established technique to use different types
of fuels in diesel engines �6�. A dual fuel engine results in good
thermal efficiency and low smoke emissions, particularly at high
power outputs �7�. However, dual fuel operation needs modifica-
tion in the engine design. In addition, dual fuel operation with
alcohol induction results in higher hydrocarbon and carbon mon-
oxide emissions �7�. Though blending of oils with alcohols is a
simple process, significant improvement in performance and re-
duction emissions are not reported in the literature. In addition,
more quantities of alcohol addition to the oils leads to phase sepa-
ration �8�.

The fuel preheating technique offers the advantage of easy con-
version of the normal diesel engine to work on highly viscous
fuels. It needs no modification in the engine. Past investigations
showed that preheated animal fat and vegetable oils in diesel en-
gines resulted in improved brake thermal efficiency and reduced
smoke and particulate emissions �4,9,10�. Since animal fats have
very high viscosity, the preheating technique can offer significant
reduction in viscosity with improved performance and reduced
emissions in a diesel engine fueled with animal fats.

Emulsions also find attraction to use as fuel in diesel engines
due to their simultaneous reduction of smoke and NOx emissions
using vegetable oils/diesel as fuel �11–14�. Emulsification is a
simple process and needs no modification in the engine design.
Emulsion properties are further improved by mixing alcohols with
oil and water during the emulsion preparation process. Alcohols
act as cosurfactants and fuel extenders in making emulsions. They
increase the stability and reduce viscosity of emulsions �15–19�.
Since animal fats mix freely with alcohols, alcohols can be used
as cosurfactants to improve the emulsion properties further. Past
results obtained from the experiments on diesel engines using
emulsions of animal fats/diesel with alcohol showed very good
agreement with the engine performance and exhaust smoke emis-
sions �15,16,20�.

In this work, different methods, such as neat fat operation, fat
preheating, and emulsions with methanol/ethanol, are studied ex-
perimentally to analyze the emissions and combustion character-
istics of a diesel engine fueled with animal fat. Experiments are
conducted with different fractions of alcohols, water, and fats.

1To whom correspondence should be addressed.
Contributed by the Internal Combustion Division of ASME for publication in the

JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received October
4, 2004; final manuscript received October 17, 2005. Review conducted by J. C.
Cowart.

Journal of Engineering for Gas Turbines and Power OCTOBER 2006, Vol. 128 / 907
Copyright © 2006 by ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fuel inlet temperature is also varied at different temperatures for
neat fat operation. Results are optimized based on minimum emis-
sion levels. The optimum results obtained with different methods
are compared to their respective fats and neat diesel at two differ-
ent power outputs �i.e., 100% load and 60% load�. Comparison is
made for the following cases:

�a� neat diesel and neat animal fat at normal temperature
�b� animal fat with preheating at 70°C and emulsions of ani-

mal fat with methanol
�c� neat animal fat and emulsions of animal fat with ethanol

Experimental Setup and Experimental Procedure

Engine Test Cell. A single-cylinder air-cooled Lister Petter
�TS1� diesel engine developing a power output of 2.8 kW at
1500 rpm is used for the work. The schematic of the experimental
setup is shown in Fig. 1, and the engine details are given in Table
1. An electrical dynamometer is used for loading the engine. An
orifice meter connected to a large tank is attached to the engine
intake manifold to make airflow measurements. The fuel flow rate
is measured on the volumetric basis using a burette and a stop-
watch. A chromel-alumel thermocouple in conjunction with a
slow-speed digital data acquisition system is used for measuring
the exhaust gas temperature.

Emission Instrumentation. An infrared �COSMA� exhaust
analyzer is used for measuring hydrocarbon �HC� and carbon
monoxide �CO� emissions. NO in the exhaust is measured by
using a Beckman chemiluminascence NO/NOx analyzer. Smoke
levels are measured by using a standard Hartridge smoke meter,
which works on a light absorption technique �passing a light beam
through the exhaust sample and the fraction of light is absorbed
by the exhaust gas�. Light extinction coefficient K is used as the
measure of smoke density. Details on smoke measurement can be
found in �18,20�.

Combustion Data Acquisition. A high-speed digital data ac-
quisition system in connection with AVL 620-Indiwin hardware is
used for combustion data acquisition. The AVL INDISET 620
consists of a docking station with 16 input channels connected to
a PC via a centronics interface. The combustion pressure is mea-
sured using a piezoelectric transducer �AVL Model� mounted flush
on the cylinder head. The fuel line pressure is measured by an
another piezoelectric transducer �AVL Model� mounted on the
fuel line very close to the fuel injector. Both transducers are con-
nected with the high-speed data acquisition system to obtain cyl-
inder pressure and fuel-line pressure histories. The output signals
generated by the transducers are conditioned by the appropriate
charge amplifiers. An AVL �Model 364� crankshaft position en-
coder is used to give signals at TDC. Engine in-cylinder pressure
and crank-angle signals are sampled for 100 consecutive cycles at
the increments of 0.1 crank-angle intervals.

Experimental Procedure. Animal fats of the same kind �i.e.,
duck fat� are collected from several fat industries. The fats used
for making emulsions are obtained by centrifuging, heating, and
separating the raw waste fat. Before conducting all the experi-
ments, preliminary analysis is performed on the animal fat to ob-
tain important properties, such as viscosity, density, lower heating
value, etc., to find its suitability as fuel for diesel engines. Fatty
acid compositions are found from the literature for animal fats
�21,22�. The obtained properties of animal fat are compared to
diesel and vegetable oil in Table 2. �Further details on animal fats
properties and their measurement can be found in �19��. Methanol
animal fat emulsions are then prepared in the laboratory by adding
2% of surfactant �Span 83 also called as sorbitan sesquiolate� by
volume to animal fat and thereafter adding a water/methanol mix-
ture to the animal fat. Span 83 is chosen as the surfactant for all
formulations because of the better stability of emulsions. Some of
the properties can be seen in Table 3. The same procedure is
followed for ethanol animal fat emulsions also using different
proportions of fat, surfactant, water, and ethanol. A number of
formulations are made by varying water, surfactant, alcohol, and
fat fractions to obtain the optimum formulation �19,23�. It was
found that the methanol and ethanol emulsions were stable up to
15 days without any phase separation.

Experiments are then carried out on the engine using diesel and
neat fat as fuels. During the entire investigation, the injection

Fig. 1 Schematic of experimental setup

Table 1 Engine details

Make Lister Petter—TS 1

General details Four-stroke, compression ignition, air-cooled,
naturally aspirated, single-cylinder engine

Bore and stroke 95.3 mm�88.9 mm
Connecting rod length 165.3 mm

Compression ratio 18:1
Rated brake power output 2.8 kW at 1500 rpm
Injector opening pressure 250 bar

Displacement volume 630 cc
Fuel injection timing 20 deg BTDC �static�

Table 2 Properties of diesel, animal fat, and vegetable oil

Properties Diesel Animal fat Vegetable oil

Density �kg/m3� 840 920 904
Lower heating value �kJ/kg� 42,490 39,770 37,000

Viscosity ��10−6 m2/s� at 30°C 4.59 45 40
Carbon �% by mass� 84–87 73 77.6

Hydrogen �% by mass� 13–16 12.3 11.6
Oxygen �% by mass� 00 12.5 10.8
Sulphur �% by mass� 0.29 0.0 0.0

Fatty acid composition �21,22�
Oleic acid �% by mass� 42.1 64.1

Palmitic acid �% by mass� 22.7 3.5
Linoleic acid �% by mass� 17.1 22.3

Palmitoleic acid �% by mass� 8.3 0.1
Stearic acid �% by mass� 5.4 0.9
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timing is optimized and set at 20 deg before top dead center
�TDC� based on minimum emission levels. The engine is ther-
mally stabilized before taking all measurements. Readings of en-
gine speed, fuel flow, air flow, exhaust gas temperature, etc., are
recorded for obtaining performance parameters. Exhaust gas ana-
lyzers are calibrated carefully before making measurements, based
on the manufacturer’s recommended procedure. Standard span
gases and zero gas are used for the calibration of HC, CO, and
NO. Observations are made for smoke, NO, HC, and CO to ana-
lyze the emission characteristics. In all cases, pressure crank angle
data are recorded and processed to get combustion parameters
�such as cylinder peak pressure, ignition delay, combustion dura-
tion, and heat release rate�. Furthermore, tests are repeated with
preheated animal fat prior to injection at different temperatures
�40°C, 50°C, 60°C, and 70°C� to obtain the optimum tempera-
ture for minimum emissions. In the next phase, experiments are
carried out with methanol animal fat emulsions with different
fractions of water, surfactant, and methanol using animal fat. Fi-
nally, experiments are done with ethanol animal fat emulsions
with different fractions of water, surfactant, ethanol, and animal
fat. The optimum formulations among them are found based on
minimum exhaust emission levels in all cases. Detailed analysis
can be found in the previous study �18,20�. Optimum formulations
with different emulsions can be seen in Table 4. Optimum results
of the emulsions of ethanol and methanol and fuel preheating �i.e.,
70°C� are compared to their respective neat fats and diesel at two
different power output conditions �i.e., 60% and 100% load�.

Results and Discusssion

Combustion Parameters. Cylinder pressure crank-angle varia-
tions obtained by averaging 100 cycles at peak power output with
different methods tested are given in Figs. 2 and 3. All the tested
fuels follow the trend, similar to the diesel pressure diagram. The
cylinder peak pressure is highest with diesel followed by animal
fat emulsion and the neat animal fat as seen in Fig. 2. The same
trend is observed in case of fat preheating also in Fig. 3. However,
animal fat emulsion shows a small deviation in occurrence of peak
pressure as compared to neat fat and neat diesel. The delayed start
of combustion and resulting increase in peak pressure over that for
neat animal fat due to the strong premixed combustion phase �will
be explained later� are clearly seen in Fig. 2. It can be noted that
the occurrence of peak pressure moves further away from top
dead center for the emulsion in comparison to neat animal fat and
diesel fuels. This indicates that the ignition delay �which will be
explained later� is longer with the emulsions as compared to neat

fat.
A comparison of cylinder peak pressure and maximum rate of

pressure rise at peak and part �i.e., 100% and 60% load� power
outputs with different methods are shown in Figs. 4 and 5. Neat
animal fats result in lower peak pressure and rate of pressure rise
as compared to neat diesel fuel at normal temperature. In a com-

Table 3 Properties of surfactant—Span 83

Chemical name Sorbitan sesquiolate

Molecular formula C66H108O13
HLB number 3.7

Molecular weight 1110
Fatty acid composition Oleic acid 70%, balance primarily palmitic acid,

strearic acid and linoleic acid.
Vapor pressure 0.81 psi at 20°C

Density 0.989 g/ml at 25°C

Table 4 Formulation of best emulsions

Best emulsion

Water
fraction

�%�

Animal fat
fraction

�%�

Alcohol
fraction

�%�

Surfactant
Fraction

�%�

Methanol animal fat
best emulsion

9.8 78.4 9.8 2

Ethanol animal fat
best emulsion

10 50 36 4

Fig. 2 Cylinder pressure crank-angle diagram with methanol
animal fat emulsion at maximum power output

Fig. 3 Cylinder pressure crank-angle diagram with preheated
fat at maximum power output

Fig. 4 Variation of cylinder peak pressure with different
methods
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pression ignition engine, the peak pressure depends on the com-
bustion rate in the initial stages, which, in turn, is influenced by
the fuel taking part in the uncontrolled combustion. The uncon-
trolled or the premixed combustion phase is governed by the delay
period, the spray envelope, and the air-fuel mixture preparation
during the delay period. Thus, the higher viscosity and poor vola-
tility of the neat animal fat at normal temperature result in lower
peak pressure and maximum rate of pressure rise as compared to
neat diesel. However, there is an improvement in peak pressure
and maximum rate of pressure rise with the preheated animal fat
and the emulsions of animal fat with methanol and ethanol. The
maximum cylinder pressures at peak power output are found as
95 bar, 82 bar, 93 bar, 88 bar, and 87 bar, respectively, with neat
diesel, neat fat, preheated animal fat, methanol animal fat emul-
sion, and ethanol animal fat emulsion. The increase in peak pres-
sure with the emulsions is due to the enhanced combustion rate as
a result of rapid combustion of emulsions at the premixed com-
bustion period. The dispersed water droplets in the evaporating
spray have much lower boiling temperatures than the surrounding
fuel. Under certain conditions they become superheated and, sub-
sequently, expand in a very rapid vaporization event called mi-
croexplosion. Presence of water and methanol fractions also low-
ers the temperature of the combustion chamber and leads to more
fuel being accumulated during the ignition delay period. A strong
premixed combustion rate due to a long ignition delay results in
higher peak pressure and rate of pressure rise as compared to neat
fat. With the preheated animal fat, vaporization of the fat becomes
better because of the improved viscosity and combustion becomes
faster due to rapid burning of the injected fuel.

The variation of ignition delay with all the methods is shown in
Fig. 6. The ignition delay period of all the fuels tested is calcu-
lated based on the dynamic injection timing. The duration be-
tween the point of the start of injection to the point of ignition is
taken as the ignition delay. The point of fuel injection is found by
using a piezoelectric pressure sensor that gives the online fuel
injection pressure. The start of combustion is determined from the
rate of pressure rise variation. This shows a sudden rise in the
slope at the point of ignition due to the high premixed heat release
rate. Ignition delay shown in Fig. 6 is longer with neat animal fat
as compared to neat diesel due to the low cetane number. With
neat animal fat, due to poor atomization and vaporization, physi-
cal delay becomes longer as compared to neat diesel. The ignition
delay is found as 6 deg CA �crank angle� with neat diesel and
8 deg CA with neat animal fat at normal temperature. Ignition
delay further increases with both animal fat emulsions as com-
pared to neat animal fat and neat diesel fuel. It is found as 9 deg
CA with methanol animal fat emulsion and 10 deg CA with eth-
anol animal fat emulsion at peak power output. The increase in
ignition delay with animal fat emulsions is due to the high latent

heat of vaporization of water and methanol/ethanol in the emul-
sions. Vaporization of water and alcohols reduces the temperature
of intake air and fuel. In addition, the presence of water and
methanol/ethanol results in reduction of the overall cetane number
of the emulsions. Hence, the delay is longer with the emulsions as
compared to neat fat. However, ignition delay reduces with fat
preheating. It is found as 7 deg CA at peak power output.

Figure 7 shows the variation of combustion duration. The com-
bustion duration is calculated by obtaining the cumulative heat
release rate. The end of combustion is taken as the point where
95% of the heat release had occurred. Longer combustion duration
is observed with neat fats than diesel at both power outputs. This
is due to the injection of larger quantities of animal fat than diesel
for the same load condition �because the heating value of animal
fat is lower than diesel fuel�. Since the diffusion burning �will be
explained later� is more pronounced with the animal fat, late burn-
ing occurs in the expansion stroke and results in longer combus-
tion duration with the neat fats. However, the combustion duration
is reduced with both the emulsions of animal fat as compared to
neat fat. Because of the long ignition delay, more fuel is physi-
cally prepared �evaporation, mixing, etc.� with the emulsions for
chemical reaction, and rapid burning occurs in the premixed stage
itself. Hence, the heat release during the diffusion burning period
is lowered and results in reduced combustion duration. The mi-
croexplosion further accelerates diffusion combustion and de-
creases total combustion duration. Preheating also indicates reduc-
tion in combustion duration as compared to neat fat at both power
outputs.

Heat release patterns with neat fat operation and other tested
methods are compared in Figs. 8–11. The heat release rate is

Fig. 5 Variation of maximum rate of pressure rise with differ-
ent methods

Fig. 6 Variation of ignition delay with different methods

Fig. 7 Variation of combustion duration with different
methods
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calculated by performing the first law analysis of the average pres-
sure versus crank-angle variations. As in thermodynamics, a sim-
plified calculation process that determines the energy effectively
delivered to the gas is taken in to account. Fuel vapor and prod-
ucts are treated as the mixture of ideal gases. The surface heat
transfer losses are ignored. The gas mass is taken for determina-
tion of the gas temperature and the heat release equation is written
as

dQ = � �

� − 1
�PdV + � 1

� − 1
�VdP �1�

where � is the ratio of specific heats, P is the cylinder pressure
and V is the instantaneous volume.

From the Figs. 8–10, it is seen that the premixed burning is
more pronounced with diesel as expected. Neat animal fat shows
lower heat release rate at the initial stage as compared to neat
diesel. The high viscosity and density of neat animal fat result in
poor atomization and vaporization and lead to reduction in air
entrainment and fuel-air mixing rates. Hence, more burning oc-
curs in the diffusion phase. With fat preheating, there is an im-
provement in heat release rate as seen in Fig. 10. By raising the
temperature, the premixed phase of the heat release curve be-
comes high due to the improved atomization and vaporization of
the animal fat. The low viscosity of the preheated fat leads to form

more flammable fuel-air mixture during the delay period and en-
hances the combustion process. This results in improved heat re-
lease rates.

Animal fat emulsions with methanol and ethanol also show
improvement in heat release rates �both in premixed and diffusion
combustion� as compared to neat fat as shown in Figs. 8 and 9.
There is a delay in the start of combustion and an increase in the
heat release rate at the premixed burn period with the emulsion as
compared to neat animal fat. The diffusion combustion phase is
less with the emulsions as compared to neat fat. When the ignition
delay is increased, more fuel is accumulated in the combustion
chamber and physically prepared for chemical reaction. Once the
accumulated fuel attains its self-ignition temperature, it burns in-
stantaneously and raises the peak pressure and the premixed com-
bustion rate. In addition, microexplosion of droplets enhances the
combustion rate. The good atomization and vaporization of emul-
sions promote rapid mixing with the surrounding air �24�. The
oxygen available in the fuel further improves the overall rate of
combustion. All these factors contribute to the improved heat re-
lease rates with the emulsions as compared to neat fat. However,
at part load the improvement in heat release rate is not much
significant �Fig. 11�.

Performance Parameters. Neat animal fat as indicated in Fig.
12 results in increased specific energy consumption �SEC� as

Fig. 8 Variation of heat release rate with methanol emulsion at
peak power output

Fig. 9 Variation of heat release rate with ethanol emulsion at
peak power output

Fig. 10 Variation of heat release rate with preheated animal fat
at peak power output

Fig. 11 Variation of heat release rate with ethanol emulsion at
part load
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compared to neat diesel at 100% and 60% of the maximum engine
power output. High viscosity and poor volatility of the fats result
in poor atomization and mixture formation and in higher specific
energy consumption than neat diesel. However, there is an im-
provement in specific energy consumption with all the methods
adopted. The reduction in SEC with fat preheating is due to the
high combustion rate. The preheated fat has lower viscosity,
which results in better atomization of the fuel as compared to neat
fat at normal temperature. Emulsions of animal fat result in re-
duced SEC due to the better fuel atomization. Microexplosion of
the emulsions leads to secondary atomization �25� and reduces the
mean diameter of the injected fuel. In addition, the presence of
surfactant in the emulsions contributes to better atomization of the
fuel. Ethanol emulsion reaches the minimum SEC as compared to
methanol due to its superior physical characteristics, such as low
viscosity and better miscibility with animal fat than methanol, and
results in overall reduction in viscosity of emulsions �23�. How-
ever, SEC is higher with all the methods as compared to neat
diesel. The difference becomes more at 60% load. At part loads,
due to heat loss to the walls, SEC becomes high despite the fact
that flame temperature is not as high in the case of emulsion �cf.
NOx analysis�. This observation is not dramatic because the aim is
to obtain a fuel for CI engines from a waste that is nearly free.

The exhaust gas temperature as shown in Fig. 13 is very high
with neat animal fat as compared to neat diesel due to slow com-
bustion. With the emulsions there is a reduction in exhaust gas
temperature. Ethanol emulsion shows the highest reduction in ex-
haust gas temperature �i.e., 480 °C at the optimum emulsion,
where as it is 580 °C with its neat animal fat. This reduction in
exhaust gas temperature is due to the reduction in charge tempera-

ture as a result of vaporization of ethanol. A similar trend is seen
in the case of methanol emulsion also. The high latent heat of
vaporization of alcohols and water helps in reducing the cylinder
temperature with both the emulsions. However, with fat preheat-
ing due to the high fuel inlet temperature, exhaust gas temperature
becomes high mainly at high power output.

Emission Parameters. The smoke level is indicated in Fig. 14.
It is interesting to see that neat animal fat result in lower smoke
levels than neat diesel mainly at peak power output. It is about
3.7 m−1 with neat animal fat and 6.3 m−1 with neat diesel at the
maximum power output. This reduction in smoke emission with
neat fats is due to the presence of in-built oxygen with the fats.
The high oxygen content in the animal fats helps in complete
oxidation of the fuel and reduces soot concentration in the exhaust
gas. Smoke further reduces with fat preheating and emulsions of
methanol and ethanol. The values are found as 1.7 m−1 with pre-
heated animal fat, 0.89 m−1 with methanol emulsion, and
0.28 m−1 with ethanol emulsions. Improved vaporization of the
preheated fat results in lower smoke values than fat at normal
temperature. Emulsions of animal fat promote this reduction due
to the presence of alcohol content. Microexplosion plays a major
role in drastic reduction in smoke emissions �11,13�. It leads to
secondary atomization and permits one to obtain a better fuel-air
mixture formation. Hence, smoke density reaches to very low val-
ues with animal fat emulsions. The greatest reduction in smoke
emission is seen with ethanol animal fat emulsion than with
methanol and fat preheating. The combustion of ethanol animal
fat emulsion produces the minimum smoke emission because of
higher ethanol content as compared to methanol. However, at part
load, the smoke levels are very low with all the fuels and the
differences are not distinguishable.

Shown in Fig. 15 is the variation of hydrocarbon emission with
different methods at 100% and 60% load conditions. The hydro-
carbon emission at normal temperature is higher with neat animal
fat as compared to neat diesel at both power outputs. Unburned
hydrocarbons are the results of incomplete combustion. High vis-
cosity and poor volatility of animal fat result in poor mixing of the
fuel with air and lead to more hydrocarbon emissions at normal
temperature. However with the preheated fat, there is a reduction
in hydrocarbon emissions. It can be noted that the HC emission
with animal fat approaches diesel value at a high fuel inlet tem-
perature of 70 °C. Because of the improved vaporization and fuel-
air mixing rates, combustion becomes complete and results in low
hydrocarbon emissions with the preheated animal fat. Emulsions
of animal fat also indicate lower levels of hydrocarbon emissions
as compared to their parent fuels mainly at 100% power output.
This is due to the reduction in the overall amount of carbon ad-
mitted into the engine. Secondary atomization provided by the
microexplosion of water droplets increases the surface area of
contact of fuel droplets with air, improves the fuel-air mixture
formation, and leads to lower hydrocarbon emissions as compared

Fig. 12 Variation of specific energy consumption with differ-
ent methods

Fig. 13 Variation of exhaust gas temperature with different
methods

Fig. 14 Variation of smoke density with different methods
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to neat fat. However, ethanol emulsion shows sight increase in HC
than neat animal fat at light load �i.e., 60% of maximum power
output�. This finds explanation that the larger amount ethanol
present in the emulsion causes lower combustion temperatures
and leads to partial combustion of the fuel at part loads.

Neat animal fat leads to higher CO emissions than diesel at
normal temperature as shown in Fig. 16. As mentioned earlier,
fuel richness due to low volumetric efficiency contributes to the
trend of higher CO emissions with neat fats. Rich pockets formed
in the cylinder cause more CO emissions with animal fat at nor-
mal temperature. It may be noted that the lower heating value of
animal fat leads to injection of higher quantities of fuel as com-
pared to diesel for the same load conditions. However, fuel pre-
heating leads to complete combustion of the fuel and reduces CO
emission. The level becomes lower than diesel with preheated
animal fat at 70 °C at both power outputs. Emulsions of animal
fat with methanol and ethanol show significant reduction in CO
emissions as compared to their respective fats. Introduction of
water into the fuel replaces a portion of flammable fuel that con-
tains hydrocarbons. The increase in vaporized fuel jet momentum
gives great air entrainment to the fuel jet and accelerates the dif-
fusive burning rate. In addition, the presence of water and metha-
nol in the emulsion increases oxygen concentration in the fuel,
which helps in complete oxidation of the fuel. All the factors
participate in significant reduction in CO emissions. It is interest-
ing to note that the levels with the emulsions are even lower than
neat diesel operation. The trend of CO emissions is also similar
for all the methods in part load.

The variation of NO emission with power output is shown in
Fig. 17. NO formation in diesel engine is due to the high combus-

tion temperature and the availability of oxygen. It forms mainly in
the high-temperature regions of the product gases. It is seen that
the neat animal fat emits lower NO levels as compared to standard
diesel at both power outputs. The reduction in NO emission with
animal fat is mainly associated with the reduced premixed burning
rate following the delay period. The lower air entrainment and
fuel-air mixing rates with the animal fat result in low peak tem-
perature and the resulting NO levels. Fuel preheating shows a
rising trend in NO emissions due to rapid burning as a result of
increased fuel inlet temperatures. This is the drawback with fuel
preheating. However, the values are still lower than diesel. NO
further reduces with the emulsions with methanol and ethanol.
This reduction in NO emission is due to the drop in charge tem-
perature as a result of vaporization of alcohol and water. The
water brought in by the emulsified fuel changes the relative quan-
tities of fuel, oxygen, and inert during the rich premixed-burn
stage of animal fat combustion. Water lowers the peak combustion
temperatures due to its high latent heat of vaporization. This re-
duces formation of nitrogen oxides. It must be noted that the NO
level is very low, even with the increased premixed combustion
phase in case of emulsions. In general, with animal fat emulsions
the NO emissions decrease considerably at both power outputs
without compromising engine performance.

Conclusion
The following conclusions are made based on the above results:

• Neat animal fat results in lower cylinder peak pressure,
maximum rate of pressure rise, longer ignition delay, and
combustion duration as compared to neat diesel at 60% and
100% power outputs. Increased specific energy consump-
tion, exhaust gas temperature, hydrocarbon, and carbon
monoxide emissions are observed with neat fat as compared
to neat diesel at both power output conditions. Lower smoke
levels are found with neat fat at both power outputs due the
in-built oxygen present in it. NO emissions are also found as
lower with neat fat as compared to neat diesel due to slow
combustion.

• Emulsions of animal fat with methanol/ethanol and fat pre-
heating show higher peak pressure and maximum rate of
pressure rise as compared to neat fat at both power outputs.
But the values are still lower than diesel. Longer ignition
delay and combustion duration are observed with neat ani-
mal fat as compared to neat diesel. Emulsions of animal fat
further prolong the ignition delay. However, combustion du-
ration is shorter with the emulsions. Preheating shows
shorter ignition delay and combustion duration as compared
to neat fat. The heat release rate shows improvement with
all the methods adopted as compared to neat animal fat.

• Emulsions of animal fat with alcohols show considerable

Fig. 15 Variation of hydrocarbon emissions with different
methods

Fig. 16 Variation of carbon monoxide emissions with different
methods

Fig. 17 Variation of nitric oxide emission with different
methods
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improvement in SEC and reduction in exhaust gas tempera-
ture, hydrocarbon, and carbon monoxide emissions as com-
pared to their parent fuels mainly due to microexplosion.
Preheating also shows lower SEC, hydrocarbon, and carbon
monoxide emissions. However, the exhaust temperature is
higher with preheating. Animal fat emulsions �both metha-
nol and ethanol� and fat preheating show considerable re-
duction in smoke density as compared to their neat fats.
However, there is no significant difference in smoke emis-
sions with all the fuels at low power output. Emulsions fur-
ther reduce NO emissions due to the high latent heat of
vaporization of water and alcohols.

From the above results it can be concluded that preheated ani-
mal fat and emulsions of animal fat with methanol/ethanol can be
used as fuel in a diesel engine with improved performance and
reduced emissions as compared to neat fat. Emulsification of ani-
mal fat with methanol and/or ethanol can be preferred as better
methods to use animal fat efficiently in a diesel engine with a
drastic reduction in all emissions as compared to fat preheating.
Preheating can also lead to a slight improvement in engine per-
formance and emissions without modifying the fuel. However,
measures must be taken to control NO emissions with fat preheat-
ing. Table 5 presents a summary of the results obtained with dif-
ferent methods using animal fat as base fuel and their effects
relative to neat diesel. Stability of emulsions and the longterm
effects of emulsions on engine parts need further study.

Nomenclature
BTDC � before top dead center

CA � crank angle
CO � carbon monoxide

DDAS � digital data acquisition system
HC � Hydrocarbon

P � cylinder pressure
V � cylinder volume
Q � heat release
� � ratio of specific heats
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Utilization of Low-Calorific
Gaseous Fuel in a Direct-Injection
Diesel Engine
Low-calorific gases with a small portion of hydrogen are produced in various chemical
processes, such as gasification of solid wastes or biomass. The aim of this study is to
clarify the efficient usage of these gases in diesel engines used for power generation.
Effects of amount and composition of low-calorific gases on diesel engine performance
and exhaust emissions were experimentally investigated adding hydrogen-nitrogen mix-
tures into the intake gas of a single-cylinder direct-injection diesel engine. The results
indicate that optimal usage of low-calorific gases improves NOx and Smoke emissions
with remarkable saving in diesel fuel consumption. �DOI: 10.1115/1.2179464�

Introduction
Both municipal solid waste generation and energy consumption

are increasing in developed and developing countries due to
growth in the world’s population and living standards �1,2�. Effi-
cient energy generation and proper waste management are neces-
sary to maintain living standards and to protect our environment.
Thermal gasification is a technology that could contribute to
power generation in the management of municipal waste and uti-
lization of biomass �3,4�. Improved energy extraction and pollu-
tion control would make it more attractive than conventional
waste treatment, typically dominated by incineration and land fill-
ing. The literature shows that waste from commercial/residential
buildings and factories can be converted to low-calorific gaseous
fuels employing decentral and small-scale high-temperature
steam/air reforming system �5–7�. Low-calorific gas �LCG� con-
tains mainly nitrogen gas with a small fraction of hydrogen and
carbon monoxide. Depending on chemical composition, the heat-
ing value of LCG varies in the range of 3500–5000 kJ/Nm3. This
corresponds roughly to 10% of the calorific value of natural gas.
Operating an engine with net LCG under wide engine load is very
difficult due to low-calorific value of LCG. Nevertheless, LCG
can be utilized with gasoline and diesel fuels in dual-fueled SI and
CI engines �7,8�.

Direct-injection �DI� diesel engines with high thermal effi-
ciency and low CO2 emissions are proper candidates for utiliza-
tion of LCG �4,9�. Diesel engines are widely employed in energy
generation and cogeneration systems. In DI diesel engines, utiliz-
ing LCG would give several effects on engine performance and
emissions. At first, existence of hydrogen and carbon monoxide
with high heating value and wide combustibility range would
lower consumption of diesel fuel �8,10�. The addition of LCG to
the intake gas of a diesel engine would also lower the NOx emis-
sion. This is due to a decrease in peak combustion temperature
and reduction of oxygen concentration in the intake gas �11,12�.
Nevertheless, a decrease in oxygen concentration would cause an
increase in smoke, total hydrocarbon �THC�, and CO emissions.
These influences are observed when a high exhaust gas recircula-
tion �EGR� rate is used in a diesel engine �13�. At the same time,
existence of hydrogen in LCG would compensate these effects.
Hydrogen with its wide combustibility range is used to activate
combustion of other fuels in internal combustion engines. For
example, induction of a small amount of hydrogen to a spark-

ignited natural gas engine expands the lean limit and improves the
thermal efficiency �14�. Moreover, addition of hydrogen obtained
from gasoline reforming decreases the combustion period and pre-
vents knocking in a SI engine �15�. Carbon monoxide also en-
hances the burning rate of hydrocarbon fuels �10�. In diesel en-
gines, hydrogen induction to the intake gas lowers the emissions
of greenhouse gases, NOx and smoke �16–19�.

Because of its importance, utilization of LCG in diesel engines
has been carried out by some researchers �8�. Their results indi-
cate some of the effects mentioned above. Nevertheless, these
studies are carried out using LCG with limited chemical compo-
sition. Composition of LCG strongly depends on the type of waste
and gasification process �6�.

In this study, effects of the LCG amount and composition on
diesel-engine performance and emission were parametrically stud-
ied using a single-cylinder naturally aspirated DI diesel engine.
The LCG was synthesized using a nitrogen and hydrogen mixture,
which was introduced into the intake gas. Because of the safety
factor, the composition of the LCG was limited to the hydrogen
and nitrogen mixture, and CO gas was not used. However, based
on the results, possible effects of CO gas in LCG on engine per-
formance were discussed. Experimental results indicate that opti-
mal usage of LCG can reduce diesel fuel consumption and im-
prove emissions.

Experimental Apparatus and Procedure
The test engine used was a four-stroke single-cylinder naturally

aspirated DI diesel engine �Yanmar NFD-170� with a bore of
102 mm and a stroke of 105 mm. Figure 1 shows the configura-
tion of the cylinder head and combustion chamber. The specifica-
tion of the injection nozzle is spray angle of 150 deg and four
holes with 0.29 mm hole diameter. Figure 2 shows the schematic
of the experimental setup. Combustion analysis was carried out
measuring in-cylinder pressure every 1 deg CA �crank angle� by a
piezoelectric pressure transducer �Kistler 6052A�. The diesel fuel
used was JIS#2 gas-oil �density of 828 kg/m3, lower heating
value of 44,200 kJ/kg, and cetane number of 55�. All experiments
were conducted at thermally steady states of the engine at: an inlet
cooling water temperature of 80°C, a lubricating oil temperature
of 90°C, and an injection timing of � j =12 deg BTDC. Engine
speed was kept constant at 1800 rpm.

Effects of low-calorific gases on engine performance were in-
vestigated by adding the hydrogen and nitrogen mixture into the
engine intake gas. Nitrogen from a high-pressure vessel was in-
troduced into the intake gas using a gas mixer installed at down-
stream of the surge tank, and hydrogen gas was induced using an
orifice nozzle with diameter of 6 mm. Flow rates of both gases
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were accurately measured using thermal mass flowmeters. In the
experiment, first, the flow rate and composition of the LCG were
adjusted and then the amount of diesel fuel injected was increased
to achieve the intended engine power. Several gas analyzers were
used to clarify the effects of the LCG addition on engine emis-
sions. NOx emission was measured using a chemiluminescent
analyzer �Yanaco ECL-30�. Smoke density was measured using a
Bosch smoke meter �Zexel DSM-10�. Unburned hydrocarbons
were measured by a heated flame ionization detector �FID�
�Horiba Mexa-1160TFI-H�. A gas chromatograph �Yanaco G6800�
with thermal conductivity detector was used to measure the
amount of unburned hydrogen in engine exhaust. Emissions of
CO and CO2 were measured with a non-dispersive infrared ab-
sorption �NDIR� analyzer �Altas-121�.

Results and Discussion

Effects of LCG Addition Amount on Engine Performance at
High Engine Loads. At first, the effects of the LCG amount and
composition on engine performance and emissions were investi-
gated by varying the LCG amount rLCG and hydrogen concentra-
tion rH in the range of 0.1–0.25 and 0–0.3, respectively. As shown
in Fig. 3, rLCG corresponds to the volume ratio of low-calorific
fuel in the intake gas and rH indicates the volume ratio of hydro-
gen in the low calorific gas. In this case, the engine load was kept
constant at brake mean effective pressure of pe=0.6 MPa. As
shown in Fig. 4, increasing the amount of LCG and hydrogen
concentration in the intake gas does not affect the brake thermal
efficiency �e so much. Here, �e corresponds to the brake engine
thermal efficiency considering both diesel and low-calorific gas-
eous fuels. Even at rH=0 and rLCG=0.25, when 25% of the intake
gas is replaced with nitrogen, �e is slightly lower than diesel fuel
operation �DF�. However, at each rLCG, increasing the hydrogen
concentration lowers the consumption of diesel fuel beDF. At
rLCG=0.25, rH=0.3, beDF is about 140 g/kWh, which corresponds
to a 40% savings in consumption of diesel fuel. Here, beDF only
corresponds to the brake specific fuel consumption of diesel fuel.

Next, the effects of LCG addition on exhaust emission were
investigated. Figure 5 reveals NOx, smoke, THC, and CO concen-
trations in engine exhaust at the same experimental condition as
Fig. 4. Increasing rLCG, improves NOx emission substantially

Fig. 1 Engine specification and combustion chamber

Fig. 2 Experimental setup

Fig. 3 Definition of LCG amount and composition
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when compared to that in diesel fuel operation �DF�. However, it
increases CO, smoke, and THC emissions. Except for THC, by
increasing hydrogen concentration to rH=0.3, emissions can be
lowered to the same level as the diesel fuel operation �DF�.

Figure 6 shows the effects of the LCG addition on in-cylinder
pressure p and heat release rate dq /d� under the same conditions
as Fig. 4. At rH=0 when only nitrogen is added to the engine
intake, increasing rLCG prolongs the ignition delay but with minor
effects on combustion process. However, at a given rLCG, increas-
ing the hydrogen concentration rH promotes the premixed and
diffusion combustions, giving higher peak combustion pressure.
Nevertheless, in this case, little change was observed in the igni-
tion delay. In high LCG addition conditions, a distinct peak in the
heat release rate at the diffusion combustion stage can be seen.

Increasing rH increases the peak level and advances its timing.
This combustion characteristic would be due to propagation of
hydrogen flame initiated by diesel fuel combustion �16–19�.

From the above results, it can be summarized that the addition
of LCG with small hydrogen content, lowers the combustion tem-
perature and oxygen concentration, and therefore offers a low
NOx emission. Nevertheless, reduction in oxygen concentration in
the engine intake could be the reason for the increase in smoke,
CO, and THC emissions. Increase in smoke could also be due to
lower rate of soot oxidation because of a lower combustion tem-
perature �20,21�. Increasing the hydrogen concentration in LCG
promotes the premixed and diffusion combustions and improves
smoke, CO, and THC emissions.

LCG Addition Under Various Engine Loadings. Effects of
the LCG addition on engine performance and emissions were
studied at different engine loads when the amount of LCG was
kept constant at rLCG=0.15 and hydrogen concentration was var-
ied in the range of rH=0–0.3. As shown in Fig. 7, in diesel op-
eration �DF�, thermal efficiency �e increases with pe and peaks at
pe=0.6 MPa. This trend is very similar when LCG gas is used. At
pe=0.4–0.6 MPa, variation of hydrogen content does not affect
the thermal efficiency �e. However, at pe�0.4 MPa, increasing
hydrogen content lowers the thermal efficiency �e. However, as
shown in the top figure, an increase in hydrogen content still
lowers the consumption of diesel fuel beDF.

Next, combustion analysis was carried out to clarify the nega-
tive effects of LCG addition on thermal efficiency at low engine
loads. Figure 8 shows the effects of hydrogen concentration in
LCG on in-cylinder pressure p and rate of heat release dq /d� at
engine load of pe=0.2 MPa in which reduction in thermal effi-
ciency was observed. This figure also includes the combustion
process for pe=0.6 MPa in which thermal efficiency is unchanged
by the LCG addition. At pe=0.2 MPa, the addition of LCG delays
the ignition and lowers the amount of heat released in premixed
combustion giving lower peak combustion pressure. In this case,
diffusion combustion is not affected by the LCG addition. How-
ever, at high engine load of pe=0.6 MPa, increasing hydrogen in
LCG promotes both premixed and diffusion combustions.

Negative effects of the LCG addition on thermal efficiency in
low engine load were investigated by measuring the amount of
unburned hydrogen in the engine exhaust. Figure 9 indicates the
concentration of unburned hydrogen in engine exhaust UH2 and
the combustion efficiency of hydrogen �calculated based on UH2�,
against engine load pe at rLCG=0.15 and rH=0.3. It can be seen
that at pe�0.4 MPa, the concentration of unburned hydrogen
UH2 in the exhaust gas is relatively high and at pe=0.2 MPa,
about 20% of the hydrogen added to the intake gas leaves the
engine without combustion.

Figure 10 illustrates the equivalence ratios of hydrogen �H and
diesel fuel �DF against pe for rLCG=0.15 and rH=0�0.3. �H and
�DF are determined based on the entire intake oxygen. As shown
here, the hydrogen concentration of rH=0.1–0.3 in LCG corre-
sponds to the equivalence ratio of �H=0.05–0.125. In low engine
loads, combustion of diesel fuel, which is the ignition source for
hydrogen premixture, is spatially limited and unable to burn the
very lean hydrogen mixture distributed in the whole combustion
chamber. This would be the reason for low thermal efficiency of
engine at low loads when LCG was used.

Next, the effects of LCG addition on emission were investi-
gated under various engine loads. Figure 11 shows exhaust emis-
sions at the same experimental conditions as Fig. 7. The increase
in NOx concentration with pe for LCG is similar to that in diesel
fuel operations DF. However, its level is much lower. Concentra-
tions of THC, CO, and smoke increase with LCG addition. How-
ever, when hydrogen concentration is increased up to rH=0.3, the
emission levels reach the diesel fuel operation �DF� level.

Summarizing the above results, it can be suggested that in order
to achieve high thermal efficiency and clean engine emission, op-

Fig. 4 Effects of LCG addition on engine performance at con-
stant engine load

Fig. 5 Effects of LCG addition on exhaust emissions at engine
load of pe=0.6 MPa
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eration of an engine with LCG would be better to be limited to
high engine loads. And also, hydrogen concentration of at least
30% is required.

LCG Addition Under Various Injection Timing. In DI diesel
engines, injection timing greatly affects the engine performance
and emissions. Generally, for diesel fuel operation, retarding in-
jection timing offers lower NOx emission but higher smoke emis-
sions. Advancing injection timing gives opposite results. An in-
vestigation was carried out to see the effects of injection timing
when LCG is added to the engine intake gas.

In the test engine used here, variation of the injection timing is
very difficult. Therefore, the original injection pump was replaced
with a jerk-type pump �Zexel Type A�, which offers a high flex-
ibility in the injection timing. In addition, nozzle was changed to
a �DLL-P�-type nozzle with four holes and hole size of 0.24 mm
to match the small plunger size of the newly used injection pump.
Figures 12 and 13 show the engine performance and emissions
when injection timing � j was varied in the range of −15 to

Fig. 6 Effects of LCG addition on in-cylinder pressure p and heat release rate dq /d� at engine
load of pe=0.6 MPa

Fig. 7 Effects of LCG addition on thermal efficiency �e and
consumption of diesel fuel beDF under various engine loads

Fig. 8 Effects of LCG addition on in-cylinder pressure p and heat release
rate dq /d� under low and high engine loads
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−7.5 deg ATDC at engine load of pe=0.6 MPa. In this case, the
amount and composition of the LCG were kept constant at rLCG
=0.15 and rH=0.3; respectively. Results indicate that advancing
injection timing improves thermal efficiency �e. This trend is
similar for both fuels. As shown in Fig. 13, advancing the injec-
tion timing, improves smoke, THC, and CO emissions. Neverthe-
less, NOx emission is worsened. However, for the LCG addition,
even under advanced injection conditions NOx emission level is
still much lower than that in diesel fuel operation.

This result reveals that using LCG under advanced injection
conditions, one can achieve low NOx emissions—almost the same
thermal efficiency—of smoke, THC, and CO emissions as the
diesel fuel operation.

Conclusions
This study demonstrates the nearly optimized usage of low-

calorific gaseous fuel in a direct injection diesel engine. The re-
sults are summarized as follows:

1. Intake addition of LCG with proper amount and composition
does not affect the thermal efficiency at middle and high
engine loads. Nevertheless, at low engine loads, thermal ef-
ficiency is decreased with the LCG addition. Regardless of
thermal efficiency, the LCG addition offers a substantial sav-
ing in diesel fuel consumption.

2. At middle and high engine loads, promotion of the premixed
and diffusion combustions due to the LCG addition is a rea-
son for the high thermal efficiency. However, at low engine
loads, combustion of small amounts of injected diesel fuel is

not sufficient to burn a very lean mixture of hydrogen. This
would be a reason for the low thermal efficiency of engine
when LCG is utilized.

3. The LCG addition improves NOx emission due to the high
amount of nitrogen added into the intake gas. Increasing
hydrogen concentration up to 30% lowers the NOx improve-
ment. However, level of NOx emission is still lower than
that in diesel fuel operation.

4. Increasing the LCG concentration in intake gas gives an
increase in smoke, THC, and CO emissions. This would be
due to the reduction in oxygen concentration, which pro-
motes soot formation and lowers the soot oxidation rate.
Nevertheless, increasing the hydrogen concentration up to
30% compensates for these disadvantages.

5. At high engine loads, advancing the injection timing im-
proves thermal efficiency and smoke, THC, and CO emis-

Fig. 9 Combustion efficiency of hydrogen �c and concentra-
tion of unburned hydrogen UH2 in engine exhaust against en-
gine load

Fig. 10 Equivalence ratios of diesel fuel �DF and hydrogen �H
under various engine loads and LCG compositions

Fig. 11 Effects of LCG composition on exhaust emissions un-
der various engine loads

Fig. 12 Effects of injection timing on brake thermal efficiency
�e and diesel fuel consumption beDF
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sions for both diesel and LCG fuels. In addition, the LCG
addition offers lower NOx emissions where other engine per-
formance and emissions characteristics are the same as die-
sel fuel operation.

Finally, it must be mentioned that, in most studies �including
this study�, the effects of the LCG addition on engine performance
and emissions were investigated using diesel engines with basic
technologies. Nowadays, diesel engines employed in power gen-
eration are equipped with recent combustion control technologies,
such as optimized combustion chamber geometry, high-pressure
fuel injection system, cold EGR, supercharger, etc. The authors
believe that the tendency to use low-calorific gas with low NOx
emissions in modern diesel engines, generally, with low smoke,
CO, and THC emission would offer even better performance and
emission characteristics than what is reported here in this study.
These technologies are important also regarding CO gas in low-
calorific gas. As mentioned earlier in this paper, due to the safety
factor, CO gas was not added to the engine intake. Carbon mon-
oxide, with a reasonable heating value and wide combustibility
range, is an important substance in LCG. Higher CO concentra-
tions in LCG would offer higher savings in diesel fuel consump-
tion. However, if its concentration is exceeded too much, then this
would reflect on CO emission in engine exhaust. The authors be-
lieve that using LCG in diesel engines equipped with recent com-
bustion control technologies would compensate this negative ef-
fect.
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Experimental Investigation
of the Effect of Exhaust Gas
Recirculation on Lubricating Oil
Degradation and Wear
of a Compression Ignition Engine
This experimental investigation was aimed to investigate the effect of exhaust gas recir-
culation (EGR) on wear of in-cylinder engine parts. EGR setup was prepared for a
two-cylinder, air-cooled, constant-speed direct-injection compression-ignition engine.
Test setup was run for 96 hr under predetermined loading cycles in two phases; normally,
operating condition (i.e., without EGR) and with a fixed EGR rate of 25%. Addition of
metallic wear debris in the lubricating oil samples drawn after regular interval from both
engine operating phases was investigated. Relatively higher concentrations of all wear
metals were found in the lubricating oil of the EGR-operated engine, which indicates
higher wear of various engine parts. Weight loss of piston rings used in both phases was
compared to quantify the amount of wear of piston rings. To quantify the amount of
cylinder wear surface roughness parameters of cylinder liners were measured at three
positions (top dead center, mid-stroke, and bottom dead center) on thrust and anti-thrust
side. A qualitative analysis was also carried out by taking surface profiles and Scanning
Electron Micrographs at same locations. �DOI: 10.1115/1.2136368�

Introduction

High compression ratio and lean fuel-air mixture give high ther-
mal efficiency to compression-ignition �CI� engines. High fuel
economy with high power makes these CI engines popular world-
wide. In last decade, diesel engine technology has advanced sig-
nificantly in terms of speed, power, and efficiency, due to which
these engines are gaining popularity even in the passenger car
segment �1�. Stringent emission norms for limiting emission of
oxides of nitrogen �NOx� and particulate matter �PM� from diesel
engines have been adopted worldwide. In order to meet these
norms, different pre and post combustion techniques have been
adopted. Exhaust gas recirculation �EGR� is one of the techniques,
which is being effectively used to control the NOx emissions from
light-duty diesel engines. Use of EGR in medium and heavy duty
diesel engines has been limited so far because of increase in soot,
engine wear and oil degradation �2,3�. With the use of EGR, ap-
proximately 40–50% reduction in NOx emission can be achieved
�4�. But there is trade-off between NOx and soot emission. It is
believed that as the EGR rate increases, the level of NOx goes
down, but soot increases �5�. The soot generated in the engine can
either come out to the atmosphere with the exhaust or may stick to
various in-cylinder engine parts or can get adsorbed to the lubri-
cating oil film present on the cylinder walls and finally reach oil
sump. The soot can also reach oil sump with blow-by gases. Soot
in the lubricating oil accelerates its degradation �6�. Soot present
in the lubricating oil consists of up to 90% carbon with traces of
metallic elements �7�.

In the EGR system, the majority of soot comes to the lubricat-
ing oil when it is scrapped down due to motion of rings or

blow-by gases �8�. Cadman and Johnson �9� found ten times
higher particulate concentration in the lubricating oil drawn from
engines using 15% EGR compared to baseline.

Higher soot/carbon generated by the EGR system is the main
cause of higher engine wear �10�. Soot particles act as abrasives
and are adsorbed by the oil film present on the cylinder liner
surface. When these soot particles are deposited at the interface
between the piston rings and cylinder liner, a three-body wear
mechanism occurs. The three-body wear mechanism involves two
surfaces and entrapped particles, and wear occurs at the particle-
surface interface. The diameter of soot particles generally ranges
from 0.03–0.10 �m, whereas the thickness of boundary layer lu-
bricating oil film is typically �0.025 �m �11,12�. Ishiki et al. �13�
confirmed higher wear in piston rings of EGR-operated engines
due to accelerated abrasive wear, experimentally.

Another possible reason for higher wear of various parts in the
engine operated with EGR is corrosion, which occurs due to the
formation of sulfuric acid by reaction of SOx �formed during com-
bustion� with the condensed water on cylinder surfaces �14�.
When the sulfuric acid reaches oil sump, it reduces the total base
number �TBN� of lubricating oil thereby affecting properties of
the lubricating oil. The carbon �soot� in the lubricating oil reduces
the effectiveness of antiwear film. Soot could hinder the additives
from reaching the contact area by adsorbing them, thus, reducing
the functionality of these additives �15,16�.

The cylinder liner of a normally operating engine �operating
without EGR� undergoes maximum wear at top dead center
�TDC� and bottom dead center �BDC� because of boundary lubri-
cation conditions prevailing at these locations. At these locations,
the hydrodynamic lubricating oil film collapses due to near-zero
relative velocity between the piston ring and liner �17�. The
present experimental study is aimed at quantifying the wear of
piston rings and cylinder liners because of the use of EGR in a
typical constant-speed diesel engine and comparing it to the same
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engine operating with EGR under similar operating conditions.
The other parameters, such as lubricating oil, fuel, etc., are kept
identical for the entire experiments.

Experimental Setup and Methodology
The experiments were conducted on a constant-speed, two-

cylinder, four-stroke diesel engine. This type of engine is typically
used for captive power generation and for agricultural irrigation
purposes. The technical specifications of the engine are given in
Table 1. The exhaust gas recirculation setup was installed on the
engine. Hot exhaust gases were recirculated and mixed with fresh
air in intake manifold. The schematic diagram of the experimental
setup is shown in Fig. 1.

The experiments were conducted in the following two phases:

1. baseline engine operation, i.e., engine operated without EGR
under normal operating condition

2. engine operation with a fixed EGR rate of 25%

The engine test runs were conducted for 96 hr in each phase of the
experiments. A typical load cycle of 6 hr �continuous� was se-
lected for both phases. The engine test cycle for endurance is
shown in Table 2.

A new set of cylinder liners, pistons, and piston rings were
installed in the engine in the beginning of each phase of the ex-

periments. SAE 20W/40 lubricating oil was filled in the engine at
the start of test run, and no makeup oil was added. In both the
phases of the engine experiments, no major breakdown was ob-
served.

Wear of the engine is a slow and continuous process. In the
engine, metallic wear debris is washed away by lubricating oil and
they accumulate in the oil sump. Hence, wear-particle analysis is
a powerful technique to examine the condition of vital engine
parts.

Lubricating oil samples were drawn from the engine after every
24 hr of engine run for wear-metal analysis. Lubricating oil
samples were analyzed on a flame atomic absorption spectroscopy
unit �Make: Varian AAS spectra Model: AA 220FS� for evaluating
the metallic composition of wear debris. After completion of both
phases of the experiments, the piston rings were weighed in order
to evaluate their wear. The liner surface profile was evaluated for
various surface characteristics before and after the completion of
each phase. A surface profilometer �Make: Mitutoyo, Japan,
Model: SJ-301� was used for surface evaluation. Scanning elec-
tron microscopy �Make: FEI, Holland, Model: Quanta 200� was
done for liner surfaces at TDC, BDC, and midstroke positions for
both phases.

Experimatal Results and Discussions

Wear-Metal Analysis of Lubricating Oil Samples. Several
sliding and rotating metallic components are involved in engine
operation and wear debris originates from these parts. This debris

Table 1 Technical specification of the test engines

Manufacturer/Model

Indian Ntl. Diesel Engine Co.,
�Under License from Hawker
Siddley Ind. Ltd., UK� Petter

Design/Indec PH2

Engine type Two-cylinder, four-stroke, air-
cooled, direct-injection CI engine

Bore/stroke �mm� 87.3/110
Rated power 9.32 kW @ 1500 rpm
Compression ratio 16.5:1
Displacement volume �cc� 1318
Fuel-injection pressure �MPa� 21

Table 2 Engine test cycle for endurance

Load �%� Duration �minutes�

No load 20
100 30
50 120

No load 20
75 60

No load 20
100 30
75 60

Fig. 1 Schematic diagram of experimental setup
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finally accumulates in the lubricating oil sump. The oil samples
drawn at regular intervals were analyzed for various metals
present in the debris, such as Fe, Cu, Cr, Ni, Al, Mn, Pb, Mg, and
Zn. For extracting the metals from lubricating oil samples, dry-
ashing technique was used �18�. An approximately 5 gm lubricat-
ing oil sample was taken in a silica crucible and kept on hot plate
at 120°C until it became free from moisture. Then the sample was
kept in a muffle furnace at 450°C for 4 hr, thereafter at 650°C for
2 hr. The dried ash was then dissolved in 1.5 mL concentrated
HCl, and the mixture was diluted to 100 mL using distilled water.
Thus, all the nonorganic components present in lubricating oil
gets transferred into the aqueous solution. The samples were then
analyzed by atomic absorption spectroscope �AAS� for different
metals. The concentration of various wear metal present in lubri-
cating oil samples are shown in Figs. 2–4.

Figures 2–4 show an increasing trend of metallic concentration
in the lubricating oil with usage for both experimental phases. The
rate of rise in concentrations is initially higher, and then it slows
down. The reason for this behavior may possibly be due to the use
of new in-cylinder engine parts for each phase. Higher wear of
these parts is observed possibly due to higher wear during initial
running-in.

Each of these metals can be traced back to several engine parts.

Typical sources of these metals present in the lubricating oil are
the piston rings, piston, cylinder liner, bearings, connecting rod,
crank shaft, valves, lubricating oil additives, etc. Table 3 repre-
sents the origin of each metal to different engine parts.

After the initial experimental phase, the rate of metal concen-
tration increase in lubricating oil decreases. The results obtained
prove the statement given by Sachs �21� that an engine component
has three phases during its life span. The highest possibility of
wear of a component is in its initial stage. After few hours of
engine operation, the failure possibility reduces and the wear rate
decreases. The wear rate again rises when the life of the engine
component comes to an end in the last phase, enhancing the pos-
sibility of wear leading to failure.

The metallic concentration in the lubricating oil of an engine
operated with EGR is always higher than an engine operated with-
out EGR. This indicates higher wear of engines operated without
EGR in comparison to engines operates without EGR. Figure 4
shows the variation in Zn concentration as a function of lubricat-
ing oil usage. It has been found that the concentration of Zn ini-
tially decreases and then increases for both phases. The possible
reason for the initial decrease in Zn concentration may be the
thermal stressing of the Zn containing additives followed by their
evaporation. In the later part of the engine experiments, wear of

Fig. 2 Fe, Cu, and Cr concentration as a function of lubricating oil usage

Fig. 3 Ni, Al, and Mn concentration as a function of lubricating oil usage
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various engine parts, such as bearings and galvanized piping, etc.,
increases Zn concentration in the lubricating oil. Thus, wear metal
analysis gives an indication toward higher wear in EGR-operated
engines compared to normally operated engines.

Soot Loading of Lubricating Oil. Major part of the soot
present in the lubricating oil is in organic carbon form. The lubri-
cating oils from the engine contain negligible amounts of inor-
ganic carbon. The base stock of lubricating oils is organic. Addi-
tives are also complex organic metallic compounds. There is very
little chance of a reaction of lubricating oil in order to form inor-
ganic carbon while the engine is running. Keeping these points in
mind, the lubricating oil samples were analyzed for total carbon
�TC� to quantify the addition of soot in the lubricating oil. The
change in the amount of carbon present in the used oil compared
to fresh oil is assumed to be a reasonable approximation of soot
loading of lubricating oil. The change in carbon concentration in
the lubricating oil with its usage is shown in Fig. 5. The initial
carbon concentration in the lubricating oil was about 88%.

From Fig. 5, it is clear that carbon concentration increases at a
faster rate in lubricating oil samples drawn from an EGR-operated
engine compared to a normally operated engine. This higher in-
crease in levels of carbon �in other words, soot� in the lubricating
oil drawn from an EGR-operated engine may reduce the lubricat-
ing efficiency of the oil, resulting in increased wear of vital engine
parts and a reduced useful life of lubricating oil.

Wear of Piston Rings. In both phases of the experiments, new
engine parts, including piston rings, were installed before starting
the test. To quantify the amount of wear, piston rings were

weighed before engine assembly and after 96 hr of engine run.
The percentage weight loss of rings for both phases of experi-
ments are shown in Fig. 6.

It has been observed that the top compression ring �CR1� of the
engine operating without EGR has maximum weight loss among
three compression rings �0.50% of its initial weight�. The top
compression ring faces the highest thrust of combustion gases and

Table 3 Typical sources of wear metals in lubricating oil
†19,20‡

Elements Sources

Aluminum Piston, bearing, dirt
Chromium Compression rings, coolant, crank shaft, bearings,

plating of cylinder liners
Copper Bearing, piston rings
Iron Wear from engine block, cylinder liner, rings, crankshaft,

anti fiction bearings
Lead Bearings
Magnesium Bearings, cylinder liner
Nickel Piston rings, valves
Zinc Bearings, platting, brass components
Manganese Steel shafts, valves

Fig. 4 Pb, Mg, and Zn concentration as a function of lubricating oil usage

Fig. 5 Percent change in carbon content as function of lubri-
cating oil usage

Fig. 6 Percent weight loss of piston rings after 96 hr of engine
run
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works in the highest temperature zone; therefore, the top compres-
sion ring undergoes maximum wear. The weight loss of oil ring
was found comparable to the top compression ring �approximately
0.50%�. In the engine using EGR, the top compression ring faces
the lowest weight loss compared to other rings ��0.30% �, and the
oil ring �OR� faces highest weight loss ��0.90% of initial
weight�. A possible reason for this may be a lower temperature of
the combustion chamber of the engine using EGR, which exposes
the top compression ring to lower gas thrust and temperature,
causing lower wear. However, the wear of the second and third
compression rings and the oil ring were comparatively higher for
engines using EGR. The possible reason for this may be the pres-
ence of a higher amount of soot and wear debris at the ring-liner
interface in the engine using EGR. The oil film present in the
ring-liner interface region of second and third rings is significantly
thicker compared to that of top ring-liner interface region.

Wear of Cylinder Liner Surfaces. In both sets of experiments,
new cylinder liners were installed in the engine before starting the
experiments. To check the wear of cylinder liner material during
the engine run with EGR and without EGR, surface profiles were
taken before and after 96 hr of the engine test run, at identical
locations. The surface profiles were evaluated at three locations
namely top dead center �TDC�, midstroke, and bottom dead center
�BDC� on thrust and anti-thrust side. TDC and BDC are the most
important locations of the cylinder liner with possibility of high
wear. The surface profilometer evaluates the surface textures and
gives a number of surface roughness parameters, such as Ra, Rq,
Rv, Rp, Rt, etc. The evaluation length was 12.5 mm. Profile mag-
nification was 10� in the horizontal direction and 2000� in the
vertical direction. The average roughness Ra is the area between
the roughness profile and its mean line, or the integral of the
absolute value of the roughness profile height over the evaluation
length. Ra does not give a clear picture about a surface. Surfaces
may have the same value of Ra, but they may be quite different in
the shape of the profile. Even if two profiles have similar shapes,
they may have different spacing between features. Hence, it is
needed to distinguish between surfaces that differ in shape or
spacing. Other parameters for a surface that measures peaks, val-
leys, profile shapes and spacing, etc., need to be calculated. Root-
mean-square roughness �Rq� of a surface is calculated from an-
other integral of the roughness profile. The peak roughness Rp is
the height of the highest peak in the roughness profile over the
evaluation length. Similarly, Rv is the depth of the deepest valley
in the roughness profile over the evaluation length. The total
roughness Rt is the sum of these two, or the vertical distance from
the deepest valley to the highest peak. In practice as Ra is a mea-
sure of the departure of the profile from the mean line and Rq is
the rms roughness, they provide similar information about a sur-
face. In practice, Rq is a more statistically significant parameter,
whereas Ra has the advantage of being more a commonly used
parameter.

The roughness parameters of cylinder liner for engines operated
with and without EGR on thrust and anti-thrust sides are shown in
Table 4, and surface profiles are shown in Figs. 7 and 8. It can be

Table 4 Roughness parameters of engine operating with and
without EGR

Parameter
��m�

Initial

After 96 hr of engine run

TDC Midstroke BDC

Thrust side

Ra
0.90 �1.18�a 0.75 �0.66� 0.50 �0.34� 0.60 �0.20�

Rq
1.15 �1.57� 1.03 �0.87� 0.78 �0.59� 0.64 �0.37�

Rt
7.18 �12.00� 6.49 �5.31� 6.98 �4.57� 7.37 �3.45�

Rp
2.78 �3.57� 0.98 �0.18� 1.81 �0.67� 1.24 �0.37�

Rv
3.01 �8.25� 5.51 �3.51� 5.17 �3.90� 6.13 �3.08�

Anti-thrust side
Ra

0.81 �1.72� 0.49 �0.47� 0.65 �0.60� 0.58 �0.16�
Rq

1.05 �2.59� 0.99 �0.65� 0.76 �0.85� 0.77 �0.34�
Rt

7.84 �21.98� 7.57 �5.27� 6.67 �5.43� 4.87 �3.53�
Rp

3.11 �10.76� 1.35 �2.20� 1.77 �1.23� 1.02 �0.36�
Rv

4.51 �11.22� 6.22 �3.07� 4.90 �4.20� 3.85 �3.17�

aThe values in the parentheses are for EGR phase experiment.

Fig. 7 Surface profile of fresh liner „a… without EGR „b… with EGR

Fig. 8 Surface profiles of cylinder liner surfaces of engine operating with and without
EGR after 96 hr
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observed that the wear of the liner at TDC is consistently more
than at BDC and midstroke positions when engines operate with-
out EGR. The lower values in Table 4 indicate a flatter and
smoother surface, reflecting higher wear of the initial surface. The
wear at TDC is more because this zone of cylinder liner faces the
highest temperature due to hot, high-pressure combustion gases.
TDC faces the highest load and relatively low piston speeds so
boundary lubrication at TDC location breaks down, and, possibly
metal-to-metal contact takes place, enhancing the wear.

It can also be observed that wear of the cylinder liner is higher
on the anti-thrust side compared to the thrust side. This may hap-
pen because of the piston tilt during its strokes. In the four strokes
of engine operation, the piston touches the thrust side of cylinder
liner surface during intake stroke, when temperature and pressure
of engine are low. For the remaining three strokes, the piston
touches the anti-thrust side of cylinder liner surface, as shown in
Fig. 9.

It can be observed from Fig. 8 that the BDC position of the
cylinder liner faces higher wear compared to TDC and midstroke
positions, when an engine runs with EGR. In the engine using
EGR, the combustion temperatures are relatively lower compared
to those without EGR conditions; hence, the engine powerpack
gets exposed to less severe conditions causing relatively lower
wear at TDC on the thrust side of the liner. While on anti-thrust
side, since the piston touches the cylinder liner for three strokes
�Fig. 9�, inspite of low temperatures inside the combustion cham-

ber, significantly higher wear takes place. At BDC position,
boundary lubrication exists and the lubricating oil of an EGR
system contains a higher amount of wear debris, which may also
be responsible for excessive wear at BDC. The wear of thrust and
anti-thrust sides were almost the same in all three locations.

Scanning Electron Microscopy. In failure analysis, scanning
electron microscopy �SEM� is a natural extension of optical mi-
croscopy. The combination of higher magnification, larger depth
of focus, greater resolution, and ease of sample observation makes
it one of the most heavily used instruments in research today.

The wear of cylinder liner surfaces was compared by scanning
electron microscopy after 96 hr of engine operation. The magni-
fication used is 400�. The SEM micrographs were taken at three
locations �TDC, midstroke, and BDC� on both thrust and anti-
thrust sides for both phases of the experiment. Figure 10 shows
the micrographs of cylinder liner surfaces of both, normally oper-
ated engine and EGR-operated engine. It has been observed that
in the normally operated engine, high wear was observed at TDC
positions on both sides. Midstroke positions show significantly
lower wear, and wear on anti-thrust side was higher than on the
thrust side.

These observations �Fig. 10� substantiate the results of rough-
ness parameters �Table 4� and surface profiles �Fig. 8�. In an EGR-
operated engine, the highest wear has taken place at BDC as ob-
tained by surface profiles and also roughness parameters. The
cross-hatched honing marks completely disappear at these loca-
tions, showing severe damage to the surface.

Conclusions
An experimental investigation was carried out to quantify the

wear in an EGR-operated diesel engine vis-à-vis a normally oper-
ated diesel engine. Wear metals in lubricating oil, which originate
from different moving parts, were analyzed. Higher wear metals
were obtained in lubricating oil of an EGR-operated engine, sug-
gesting increased engine wear because of EGR. This is attributed
to increased soot contamination of the lubricating oil.

The wear pattern of piston rings and cylinder liner surfaces
were also analyzed. It has been observed that piston rings of an
EGR-operated engine face a very different trend than normally
operated engine. The top compression ring of EGR-operated en-
gine undergoes 0.1% lower wear than a normally operated engine,
while the oil ring of an EGR-operated engine faces 0.4% higher
wear than its counterpart. The wear pattern of surfaces of cylinder
liner was evaluated for surface profile and various roughness pa-
rameters on the thrust and anti-thrust sides at three locations. In a

Fig. 9 Representation of piston motion †22‡

Fig. 10 SEM of cylinder liner surfaces of engine operating with/without EGR
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normally operated engine, TDC location faced the highest wear on
the anti-thrust side, whereas in an EGR-operated engine, highest
wear took place at the BDC position and the wear was almost
similar on the thrust and anti-thrust sides. The results obtained
were also supported by scanning electron micrographs. The results
of the experiments conducted on twin-cylinder contact-speed
direct-injection diesel engines using SAE 20W40 lubricating oil
and diesel #2 fuel suggest that using EGR to control NOx en-
hanced wear of the engine.
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A New Criterion to Determine the
Start of Combustion in Diesel
Engines
A new criterion for the determination of the start of combustion (SOC) from the diesel
engine in-cylinder pressure diagram was developed. It is defined as the maximum of the
third-order derivative of the cylinder pressure with respect to the crank angle. This
criterion declares SOC more precisely than other previously published criteria based on
pressure diagnostics. This fact was proven analytically and was discernable from the
analysis of the experimental data. Besides its accuracy it is also robust enough to allow
automatic evaluation of the SOC during processing of the pressure data for a large
number of cycles. By applying the first law of thermodynamics analysis to the engine
cylinder it was discovered that the third-order derivative of the in-cylinder pressure with
respect to the crank angle is the most suitable criterion for determination of the SOC
from the in-cylinder pressure diagram. Subsequently, the criterion was validated through
experimental data analysis of the in-cylinder pressure diagrams for various engine
speeds and loads. In order to evaluate the rate of heat release (ROHR), which formed the
base for the experimental validation, in-cylinder pressure diagrams were processed with
a computer code based on the first law of thermodynamics. The cylinder pressure was
measured with an advanced piezoelectric sensor at the resolution 0.1 deg CA. Top dead
center was determined with the capacitive top dead center sensor. Due to the analytic
foundation of the developed method and its validation through highly accurate experi-
mental data it can be concluded that new criterion is credible for the determination of the
SOC. �DOI: 10.1115/1.2179471�

Introduction
Selection of the proper ignition criterion is of crucial impor-

tance for a credible analysis of in-cylinder pressure diagrams,
used for the determination of ignition delay period and evaluation
of the ROHR. Definition of the SOC from the experimental data is
still a complicated issue. The common term “ignition delay” or
exactly “pressure rise delay” as proposed by Hardenberg and Hase
�1� consists of physical delay and combined ignition delay of the
fuel, which in turn consists of cold flame phase and blue flame
phase �1,2�. As it is extremely difficult to distinguish between blue
flame phase and the explosion flame phase �2�, and taking into
account that all these reactions are exothermic, there exists no
exact-single point of the SOC. In addition, in the “ignition delay”
period the exothermic preflame reactions are interlaced with the
endothermic fuel droplet evaporation reactions. Therefore, the
SOC is commonly defined by distinct pressure deviation from the
pure compression pressure, which is the consequence of signifi-
cant departure of the ROHR from 0.

The ignition criteria can roughly be divided into those based on
pressure diagnostics �1,3–8� and those based on light emission
�9,10�. Assanis et al. �7� stated that pressure-based techniques are
more reliable than the light emission ones. Additionally, Heywood
�8� indicates that the pressure change is often detected before the
luminosity detector has noted the appearance of a flame, although
Taylor �11� states that, on the average, data coincide well but are
scattered. From the above arguments and the complexity of either
of the above methods, pressure-based diagnostics can be obvi-
ously privileged.

The paper presents a new ignition criterion based on pressure
diagnostics. Characteristics of published criteria will be discussed

first. This chapter is followed by the analytic derivation of the new
criterion, which was subsequently confirmed by highly accurate
experimental data, the accordance of which is presented in the
Results.

Literature Review
A suitable criterion for the accurate detection of the SOC

should be independent of the engine load and speed. Such crite-
rion is generally applicable to different engines operating at arbi-
trary running conditions. Criteria presented, in �3,4�, which are
defined by the rapid rise of the pressure, do not meet previously
mentioned demands since they are speed and load dependent. Ad-
ditionally, these criteria demand manual processing of the in-
cylinder pressure data, which is unsuitable for the computer analy-
sis of a large amount of the data. The criterion, which is defined as
the point where pressure recovers to the value that corresponds to
the compression without fuel evaporation and is presented in
�5,6�, is rather more suitable for bomb tests than for the analysis
of internal combustion engine data. For the latter use a reference
state must be computed, which introduces additional error and
effort in processing the data.

Due to the similarity of the processes, criteria that have been
used to characterize knock in spark ignition engines �12–15� are
also suitable for detection of autoignition in diesel engines. Not all
criteria �12–15� based on gradient and interval methods of pres-
sure analysis are suitable for the determination of SOC since their
primary task is knock detection and not its exact positioning. Cri-
terion based on max�d2Qf /d�2� presented in �12,13� is similar to
max�d2p /d�2�, which was used as the ignition criterion by �7,8�.
Relation between these two criteria will be exposed later. This
widely used criterion also predicts SOC with delay, also indicated
in �12,13�, and will be later proven analytically and confirmed
with experimental data. Checkel and Dale �14� proposed the mini-
mum of the third-order derivative of the cylinder pressure with
respect to the crank angle as the appropriate criterion for knock
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detection. This criterion indeed clearly indicates the knock, but is
unable to detect its exact starting point. Barton and co-authors
�15� proposed the use of the pressure derivative to detect knock.
This criterion shows the same weakness as already described in
relation to �3,4� and is inaccurate as ignition criterion, which will
be shown later.

Analytical Evaluation
In this chapter, analytic derivation of the original ignition cri-

terion based on the maximum of the third-order derivative of the
cylinder pressure with respect to the crank angle is presented.

After applying first law of thermodynamics to the control
volume—cylinder—using ideal gas law

pV = mRT �1�
and following relations for specific internal energy and gas con-
stant

u = u�p,T,�� �2�

R = R�p,T,�� �3�
the ROHR is expressed as �see also �8,16–18��
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Taking into account temperature and pressure range in an inter-
nal combustion engine cylinder, relations �2� and �3� can be sim-
plified to

u = u�T,�� �7�
and

R = R��� �8�
without a noticeable loss of accuracy �18�. Equations �7� and �8�
imply that A=1 and B=1, rewriting Eq. �4� to a simpler form
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For the analysis of SOC from the in-cylinder pressure diagrams
it is reasonable to take into consideration only the significant
terms and only the significant physical effects in Eq. �9�. Consid-
ering the perfect gas simplification and omitting heat transfer to
the walls, which is, compared to the other two terms of the nu-
merator of Eq. �9�, insignificant around the SOC, Eq. �9� can be
rewritten as

dQf

d�
=

1

� − 1
��p

dV

d�
+ V

dp

d�
� . �10�

In TDC Eq. �10� further simplifies to the form

dQf

d�
�

dp

d�
. �11�

It will be shown later that relation �11� is valid also for the
wider range around the TDC where SOC in diesel engines usually
occurs, since the influence arising from the second term on the rhs
of Eq. �10� is much stronger than that arising from the first one at
the SOC �see also Fig. 4�. It can therefore be concluded that in the
vicinity of the SOC dQf /d� is related to dp /d�. Thus,
max�dp /d�� coincides with max�dQf /d��, which defines the
maximum of the ROHR. This criterion obviously indicates SOC
with delay. Following the same pattern max�d2p /d�2� coincides
with maximum increase of the ROHR �max�d2Qf /d�2��. The lat-
ter criterion is evidently more suitable than the first one, but it still
indicates SOC with delay; this can be deduced intuitively and is
shown in Fig 1.

Intuitively and also physically adequate is to define SOC as the
instant when dQf /d� significantly departs from 0, i.e., the point of
maximum curvature of dQf /d� �Fig. 1: max�d3Qf /d�3��, or,
speaking mathematically, the maximum of the second-order de-
rivative of dQf /d�, which reads max�d3Qf /d�3�. Following the
idea presented above, the SOC from the diesel engine in-cylinder
pressure diagram can be defined as

�SOC = max� d3p

d�3� . �12�

The relevance of the above statements will be confirmed by the
analysis of experimental in-cylinder pressure diagrams. The
ROHR was derived from the in-cylinder pressure diagrams with
the application of Eq. �4�, using the author’s FORTRAN code.

Experimental Setup
In the experiments a modern 6 cylinder, 6.87 liter turbocharged

and aftercooled low emission truck diesel engine MAN D 0826
LOH 15, with 108/125 mm bore/stroke, compression ratio 18:1,
equipped with the HOLSET H1E—8264BF/H16WA8 free-
floating turbocharger and developing 162 kW/2400 rpm, was
used. The laboratory experimental setup is capable of simulta-
neous measurements of engine system parameters as well as of
cycle-resolved parameters. The engine is coupled with a Zöllner
eddy-current dynamometer controlled by AVL BME-400 and
Zöllner LSE 513. A 12 bit, 16 channel National Instruments data-
acquisition system with maximum sampling frequency 1 MS/s
was used for measurements of the in-cylinder pressure diagrams.
A COM CAM UNIT Type 2613 shaft encoder provided an exter-
nal trigger and an external clock �0.1–6 deg CA� for data-
acquisition system. In-cylinder pressure was measured with cali-
brated piezo-electric pressure transducer AVL GH12D connected
to calibrated charge amplifier COM PCA Type 2630. Maximum
uncertainty of pressure measurement, which includes uncertainties
of pressure transducer, charge amplifier, and A/D conversion,
amounts to 0.31%. TDC was determined by capacitive sensor
COM Type 2653 with maximum uncertainty less than 0.05 deg

Fig. 1 ROHR with indicated maximum values of its derivatives
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CA �considering also engine speed change� whereas standard de-
viation of particular measurement was smaller than 0.006 deg CA.
Maximum uncertainty of pressure measurements corresponding to
crank angle was therefore 0.96%. The LabVIEW software was
used to control the data-acquisition system. The LabVIEW envi-
ronment was also applied for fast processing of input signals.

A large effort was devoted to the exact determination of TDC
since its accuracy has a crucial influence on the ROHR. The out-
put of the TDC sensor was therefore connected to the charge
amplifier, which is generally applied for pressure measurements to
diminish possible time delay of the signal when amplified by the
charge amplifier. Only high pressure phase TDC signals from the
capacitive sensor were processed since high and low pressure
phase signals differ slightly and therefore increase standard devia-
tion of the measurement.

The next important step towards better accuracy of the experi-
mental data is accurate determination of pressure offset. This was
done using two methods, based on two different principles. First,
the inlet manifold pressure was used for precise pegging of the
cylinder pressure, thus preventing the drifting of a signal. This
approach, which also defines pressure offset, was additionally
checked by a method based on the assumption of adiabatic behav-
ior of the working medium during the compression stroke. A suit-
able interval where the heat transferred to working medium equals
the heat rejected from the working medium must be chosen to
minimize the error introduced by the above assumption. Many
data from the in-cylinder pressure diagram, forming overdeter-
mined system of equations, were then processed with computer
code to evaluate the pressure offset. Agreement of the results of
both methods assures us of the reliability of the in-cylinder pres-
sure diagrams.

For subsequent analysis the average cycle obtained out of av-
eraging 100 cycles was used as a representative cycle of the indi-
vidual operating point of the engine. Very good coincidence of
consecutive cycles proved the regularity of this approach, since
with the averaging high frequency low amplitude errors intro-
duced by the measuring equipment diminished significantly. Simi-
larity of pressure amplitudes and their appropriate shift in the
vicinity of the ignition point and throughout the entire combustion
period of individual cycles proved the stability and repeatability
of the measurements.

Results
Experimental data were further processed by the author’s

FORTRAN code, which performs the first law analysis of in-
cylinder pressure data, data smoothing, and evaluation of the pres-
sure derivatives. Numerical derivatives of first, second, and third
order were evaluated by central schemes with fourth-order accu-
racy.

In Fig. 2 in-cylinder pressure diagrams for the operating condi-
tions 1200 rpm, 0.2 MPa bmep, and sampling resolutions 0.1, 0.2,
0.5, and 1 deg CA are presented. Significant oscillations equiva-
lent to predominant cylinder pressure resonance mode, determined
by the configuration of the combustion chamber, are evident from
Figs. 2�a� and 2�b� when high sampling frequencies are used.
These pressure oscillations appear after the start of combustion
and coincide perfectly with the calculated lowest excitation fre-
quency of the gas in the combustion chamber, which corresponds
to the first extreme of the Bessel function defined as dJ1�z� /dz
=0, for all operating conditions of the engine. Similar effects were
observed by �12,14,15� when knock in SI engines was analyzed. It
can be seen from Fig. 2�b� that pressure oscillations disappear at
sampling resolution 1 deg CA, since sampling frequency is nearly
equal to the primary gas vibration frequency. Accuracy of the
pressure diagrams is assured due to the use of calibrated piezo-
electric pressure transducer whose natural frequency is consider-
ably above the sampling frequency for all sampling resolutions.
Pressure oscillations observed at sampling resolution lower than
1 deg CA are therefore not the consequences of “pipe” effects or

other measurement errors and, hence, adequately represent pres-
sure at the measuring point. With the introduction of high sam-
pling frequencies the measured pressure is no longer the represen-
tative in-cylinder pressure but only a local pressure. This difficulty
could be overcome by use of multiple sensors placed at various
radii and azimuth angles, since the averaged signal from all the
sensors would be oscillation free. However, pressure oscillations
appear a few deg CA after the start of combustion, as it was noted
in Fig. 2�a�, and therefore do not influence the determination of
the SOC. At this place it should also be noted that pressure mea-
sured at 1 deg CA adequately represents the in-cylinder pressure,
whereas pressure traces measured with higher sampling frequen-
cies additionally carry imposed signals of cylinder pressure reso-
nance modes, being also in accordance with the data presented in
Refs. �12,14,15,19�. However, averaged data recorded at higher
sampling frequencies coincide with the data recorded at 1 deg
CA.

Pressure slope changes due to cylinder pressure resonance
modes are larger than those due to the SOC when high sampling
frequencies, capable of capturing cylinder pressure resonance os-
cillations, are used. Therefore, in the presented investigation the
data recorded at sampling resolutions 0.1 and 0.2 deg CA were
processed until the occurrence of these oscillations. On the other
hand, the data recorded at sampling resolutions 0.5 and 1 deg CA
were processed in the whole, since the derivatives of the cylinder
pressure resonance oscillations have smaller magnitude than those
of the SOC. The procedure used with sampling resolutions 0.1 and
0.2 deg CA is by no means incorrect, since the recorded pressure
is no more the representative in-cylinder pressure but only a local
pressure. This difficulty could be overcome, as already mentioned,
by the use of many sensors, since differentiation of the averaged
oscillation free data could be performed without restriction. The

Fig. 2 In-cylinder pressure at 1200 rpm, 0.2 MPa bmep for dif-
ferent sampling resolutions
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high sampling frequency data were used to confirm the validity of
the new SOC criterion, which is also applicable to data recorded
with coarser sampling resolution.

At high sampling frequencies special care should be taken
when preparing the data for postprocession. Frequency filtering
during the measurement is not appropriate due to the shift of the
data. Postprocession of the data with the Fourier transformation is
appropriate for smoothing the pressure data, but the higher pres-
sure derivatives start to oscillate with cutoff frequency. Data
smoothing with weighted average of neighboring points turned
out to be the most suitable smoothing technique for the necessity
of the presented analysis. This technique was used with data mea-
sured at sampling resolutions of 0.1 deg CA, whereas almost all
data recorded at 0.2 deg CA and all data recorded at 0.5 and 1 deg
CA could be processed without smoothing. Furthermore, the re-
sults obtained when processing high accuracy data recorded at
0.1 deg CA resolution will be shown, and at the end of this chap-
ter the results obtained when processing the data at different sam-
pling resolutions will be compared.

Figure 3 represents the magnitude of the numerator terms in Eq.
�4� for the engine running conditions: 1200 rpm, 0.2 MPa bmep
�SOC 356.9 deg CA ATDC according to the proposed method�. As
already stated, it is obvious that the heat transfer term, calculated
with the empirical formulas proposed by Hohenberg �20�, is much
smaller than the other two terms and could therefore be omitted in
the derivation of Eq. �12�.

Furthermore, Fig. 4 presents the magnitude of the terms ob-
tained after twofold differentiation of the Eq. �10� for the operat-
ing conditions 1200 rpm, 0.2 MPa bmep. These results confirm
the above statement that max�d3Qf /d�3� coincides with
max�d3p /d�3�, which is indispensable in deriving Eq. �12�. It can

be observed that each term containing higher derivative of the
pressure is nearly two orders of magnitude larger than the term
containing the lower one in the vicinity of SOC.

As already stated in the Introduction it is difficult to define the
exact position of the SOC since some exothermic reactions take
place before the commonly defined SOC, i.e., distinct pressure
deviation from the compression pressure, the latter being the con-
sequence of significant departure of the ROHR from 0. Figure 5
presents dp /d�, d2p /d�2, d3p /d�3, and dQf /d� for the operating
conditions 1200 rpm, 0.2 MPa bmep. It is obvious that
max�dp /d�� coincides perfectly with max�dQf /d��, as stated in
the section “Analytical Evaluation.” Furthermore, it can be seen
that commonly used ignition criterion max�d2p /d�2� coincides
with maximum increase of the ROHR and therefore indicates
SOC with delay, which again confirms the derivation presented in
“Analytical Evaluation.” From Fig. 5 it is also discernible that
max�d3p /d�3� precisely indicates the point of maximum curva-
ture of dQf /d�, which was the main request on the new SOC
criterion.

Analyzing Fig. 5, it can be concluded that the point of maxi-
mum curvature of dQf /d� takes place slightly after the significant
departure of the ROHR from 0. This discrepancy is the conse-
quence of a complex set of physical and chemical reactions oc-
curring during the “ignition delay” period, due to the occurrence
of exothermic reactions prior to the explosion flame �2�. The delay
between the significant departure of the ROHR from 0 and the
point of maximum curvature of dQf /d� is not constant but de-
pends on operating conditions �Figs. 5–7� and engine design. It is
therefore still reasonable to define the SOC as the point of maxi-
mum curvature of dQf /d�, since it has logical physical back-
ground and can somehow be related to the onset of explosion

Fig. 3 The magnitude of the numerator terms in Eq. „4… at
1200 rpm, 0.2 MPa bmep

Fig. 4 The magnitude of terms obtained after twofold differen-
tiation of Eq. „10… at 1200 rpm, 0.2 MPa bmep

Fig. 5 Pressure derivatives and ROHR at 1200 rpm, 0.2 MPa
bmep

Fig. 6 Pressure derivatives and ROHR at 2100 rpm, 0.1 MPa
bmep
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flame. Another evidence of suitability of the presented criterion
can also be found in Fig. 6, where the point of maximum curva-
ture of dQf /d� coincides very well with the significant departure
of the ROHR from 0.

The conclusions drawn for pressure derivatives in relation to
Fig. 5 are also valid for Figs. 6 and 7. From Figs. 5–7 it is evident,
considering Figs. 1 and 4, that max�d3p /d�3� determines SOC
more precisely and earlier than the max�d2p /d�2�: 0.5 deg CA at
1200 rpm, 0.2 MPa bmep; 0.6 deg CA at 1500 rpm, 1.2 MPa
bmep; and 1.1 deg CA at 2100 rpm, 0.1 MPa bmep.

The observed operating conditions presented in Figs. 5–7 cover
the broad engine operating range, necessary to validate the cred-
ibility of the new SOC criterion. Altogether, 11 engine operating
points spread over the entire operating range were analyzed for
the purpose of the presented study. It was found out that
max�d3p /d�3� defines SOC more precisely than the other two
criteria based on pressure derivatives. max�d3p /d�3� indicates
SOC 0.4–1.3 deg CA earlier than the commonly used criterion
max�d2p /d�2� for the observed operating range of the investi-
gated engine as shown in Table 1. In order to further validate
accuracy and credibility of the new criterion, in-cylinder pressure
diagrams of conceptually different STEYR Motors marine engine
�4 cylinder, 2.1 liter high speed turbocharged diesel engine devel-
oping 70 kW at 4300 rpm� were also processed. The analysis of
the results leads to the same conclusions, which were presented
when analyzing the MAN engine data: max�d3p /d�3� indicates
SOC 0.6–1.6 deg CA earlier than max�d2p /d�2� for the analyzed
operating range, whereas SOC occurs in the interval between 356
and 366 deg CA. Hence, validity of the new criterion was addi-
tionally verified. The difference between max�d3p /d�3� and
max�d2p /d�2� has great impact on the accuracy of the “ignition

delay” period and ROHR determination, especially at low engine
loads where combustion lasts only a few deg CA.

All results presented in Figs. 3–7 were derived from in-cylinder
pressure data measured at sampling resolutions 0.1 deg CA. Com-
parison of d3p /d�3 and dQf /d� for sampling resolutions 0.1, 0.2,
0.5, and 1 deg CA is presented in Fig. 8. The results �positions of
the peaks� coincide very well. The differences in max�d3p /d�3�
and max�dQf /d�� for different sampling resolutions are below the
particular sampling resolution. This fact corroborates the confi-
dence in using the new SOC criterion also on the data recorded
with coarser sampling resolution. Even when the difference be-
tween max�d3p /d�3� and max�d2p /d�2� is between 0.5 and 1 deg
CA at the sampling resolution 0.1 deg CA, the application of these
two criterions on the data recorded at the sampling resolution
1 deg CA predicts the difference of 1 deg CA.

Figures 9 and 10 presents dp /d�, d2p /d�2, d3p /d�3, and
dQf /d� for the operating conditions equivalent to that in Fig. 5
for sampling resolutions 0.5 and 1 deg CA. All conclusions valid
for the sampling resolution 0.1 deg CA are also valid for the
coarser sampling resolutions. Comparing Figs. 9 and 10 it can be
seen that the magnitude of the derivatives of the cylinder pressure
resonance oscillations �Fig. 2�b�� diminish with the coarser sam-
pling resolutions. An additional peak of d3p /d�3 occurring after
max�dQf /d�� can be noticed for some operating conditions. This
difficulty in the definition of the SOC with max�d3p /d�3� could
be overcome when a max�d3p /d�3� prior to max�d2p /d�2� is con-
sidered. This physically intuitive rule also confirmed its robust-
ness when analyzing various in-cylinder pressure data.

Fig. 7 Pressure derivatives and ROHR at 1500 rpm, 1.2 MPa
bmep

Table 1 max„d3p /d�3
…, max„d2p /d�2

… and their difference for
analyzed operating points

Engine
Speed
�rpm�

bmep
�MPa�

max
�d3p /d�3�
�deg CA�

max
�d2p /d�2�
�deg CA�

�
�deg CA�

1200 0.2 356.9 357.4 0.5
1200 0.8 356.7 358 1.3
1500 0.2 358.3 359 0.7
1500 0.8 358.5 359 0.5
1500 1.2 360.1 360.7 0.6
1800 0.1 361.2 361.7 0.5
1800 0.2 360.7 361.2 0.5
1800 0.8 360.3 360.8 0.5
2100 0.1 361.5 362.6 1.1
2100 0.2 361.2 361.9 0.7
2100 0.8 361.6 362 0.4

Fig. 8 Third-order derivative and ROHR for different sampling
resolutions at 1200 rpm, 0.2 MPa bmep

Fig. 9 Pressure derivatives and ROHR for sampling resolution
0.5 deg CA at 1200 rpm, 0.2 MPa bmep
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Conclusion
A new accurate criterion for determination of the SOC from the

diesel engine in-cylinder pressure diagram was developed and
validated. The criterion has a clear physical background, which
was confirmed with many results obtained from high accuracy
experimental data recorded for various engine operating regimes.
The new criterion defines SOC with higher precision than other
previously published criteria based on pressure diagnostics. The
criterion is robust enough to allow automatic evaluation of the
SOC during processing of the pressure data for a large number of
cycles, since its robustness is in the range of the criterion based on
the second derivative. When processing high sampling frequency
data care should be taken, since cylinder pressure resonance os-
cillations could disfigure the results. However, this is not due to
the deficiency of the criterion but to faultiness in the representa-
tion of the measured data, since the physical relevance of the
experimental data should not be lost out of focus, as it was ex-
plained above.

Acknowledgment
The financial support of the Ministry of Education, Science and

Sports of the Republic of Slovenia is greatly appreciated. Valuable
support of the MAN Slovenia is also gratefully acknowledged.

Nomenclature

Symbols
Hd � lower heating value of the fuel, kJ/kg

J � Bessel function of the first kind
m � mass, kg
p � pressure, Pa
Q � heat, J
R � gas constant, kJ/kgK
T � temperature, K
u � specific internal energy, m2/s2

V � volume, m3

� � crank angle, deg CA
� � isentropic exponent

� � air-fuel ratio

Subscripts
A � air
f � fuel

st � stoichiometric
w � wall

Abbreviations
A � after; referring to TDC of low pressure phase

bmep � brake mean effective pressure
CA � crank angle

ROHR � rate of heat release
SOC � start of combustion
TDC � top dead center
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Influence of Valve Lift and
Throttle Angle on Intake Flow
in a High-Performance
Four-Stroke Motorcycle Engine
A high-performance four-stroke motorcycle engine was analyzed at a steady flow rig. The
aim of the work was to characterize the fluid dynamic behavior of the engine head during
the intake phase. To this purpose a twofold approach was adopted: the dimensionless
flow coefficient was used to evaluate the global breathability of the intake system, while
the laser doppler anemometry (LDA) technique was employed to define the flow structure
within the combustion chamber. The analysis gave evidence of two contrarotating vorti-
ces with axes parallel to the cylinder axis and showed variations in the flow structure
when moving away from the engine head. Furthermore, the study highlighted the great
influence of the throttle angle on the head fluid dynamic efficiency and how this influence
changes with the valve lift. Experimental data were correlated by a single curve adopting
a new dimensionless plot. Moreover, LDA measurements were used to evaluate the an-
gular momentum of the flux and an equivalent swirl coefficient, and to correlate them to
a previous global swirl characterization carried out on the same engine head using an
impulse swirl meter. �DOI: 10.1115/1.2180277�

Introduction
A profound understanding of the intake process is a fundamen-

tal key to developing and optimizing modern internal combustion
engines �ICEs� �1–3�. Breathing efficiency, in fact, strongly influ-
ences both the engine performances and the efficiency of the com-
bustion process. Engine power and torque, at a given speed, in-
crease as the mass flow rate of the air entering the combustion
chamber increases. As a consequence, research leads to extreme
designs of the head configurations in high-performance engines to
maximize volumetric efficiency. The distance between the intake
valve and the cylinder wall and between intake valves �in multi-
valve engines� are often reduced, and complex valve-to-wall and
valve-to-valve interference phenomena take place during the in-
take phase �4,5�. Furthermore, the in-cylinder flow field is a basic
element because it determines the progress and the quality of the
combustion process and, therefore, fuel economy and emissions.
In particular, organized large-scale flow structures, such as tumble
and swirl, are often required during the induction phase to im-
prove combustion efficiency and fuel economy and to respect the
ever more severe regulations concerning exhaust emissions �6–8�.

Nowadays, a detailed characterization of the fluid dynamic be-
havior of internal combustion engines during intake becomes nec-
essary to design, develop, and optimize new high-efficiency en-
gines. To this purpose different investigation tools, based both on
CFD codes �9–11� and experimental approaches �1,12,13� are
available. In the last few years, a host of experimental investiga-
tions have been carried out adopting dimensionless discharge and
flow coefficients with the aim to provide global information on
engine head breathability �14–16�, while laser doppler anemom-
etry �LDA� �17,18�, particle image velocimetry �PIV� �3,19�, and
hot wire anemometry �HWA� �2,20� techniques have been used to
define the flow field inside the cylinder of internal combustion
engines. In particular, steady flow testing is a widely adopted pro-
cedure in the ICE research community to study the fundamentals

of the intake process and to evaluate the flow capacity and the
in-cylinder flow field of the actual engines, owing to its relative
simplicity and the proper simulation of the real intake phase
�21–23�.

The present paper aims to analyze the fluid dynamic behavior
of a production high-performance motorcycle engine during the
intake phase. The four-stroke, dual-spark engine has been exam-
ined at a steady flow rig in order to have detailed information both
on the global volumetric efficiency of the engine and on the flow
structure within the combustion chamber. The effect of the throttle
valve opening on the head breathability was investigated by
means of the flow coefficients. In fact, few quantitative studies on
the influence of the throttling process on engine volumetric effi-
ciency are available in literature. Moreover, the LDA technique
was employed to characterize the flow pattern in the cylinder and
to evaluate how the flow field varies moving away from the en-
gine head. Finally, the LDA data were correlated to some previous
swirl measurements carried out using an impulse swirl meter �24�.
To this purpose the dimensionless swirl coefficient was consid-
ered.

Experimental Apparatus
The experimental investigation focused on the head of a high-

performance four-stroke internal combustion engine. The head is
part of an L-twin-cylinder motorcycle engine, characterized by
two valves and two spark plugs per cylinder. Figure 1 shows the
engine head, and Table 1 lists its main characteristics.

The experimental analysis was carried out by means of a
steady-flow rig, enabling air to be forced through the intake sys-
tem of the engine head by means of a blower, while the valve lift
is fixed to a selected value. The flow rig can deliver flow rates in
the range 40–600 m3/hr for ambient-cylinder pressure drops up
to about 10 kPa at low flow rates and 5 kPa at the highest flow
rates.

In addition to global mass flow rate, the facility also enables
local velocity measurements with LDA. To this purpose, optical
access to the cylinder was obtained through a window perpendicu-
lar to the cylinder axis. The LDA system is a one-color system
�i.e., capable of measuring one component of the velocity� in a

Contributed by the Internal Combustion Engine Division of ASME for publication
in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
April 27, 2005; final manuscript received January 9, 2006. Review conducted by
J. C. Cowart.
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backscattering configuration, with a Bragg-cell frequency shifter.
The system uses an argon-ion laser as light source �2W on the
green line, at �=514.5 nm� and optical fibers for both transmitting
and collecting optics. The main geometrical data of the optical
system are:

• beam spacing 38 mm
• focal length 400 mm
• probe volume width 0.194 mm
• probe volume length 4.09 mm
• number of fringes 35
• fringe spacing 5.42 �m

If a frequency-shifter module is used, the number of fringes de-
pends on other parameters, such as record length, center fre-
quency, and bandwidth used by the signal processor. In the case of

the reported measurements, the resulting number of fringes
was 48.

The movement of the LDA probe is obtained by using a mi-
crometer x-y traversing system. The probe can also be rotated
around its axis and moved vertically �z-axis�. A dedicated signal
processor, which performs fast-Fourier transform processing of
the original signal in order to extract the Doppler frequency, is
used for the analysis of the Doppler signal and ensures rejection
of the signal produced by different particles that may be present
within the measuring volume at the same time. The processor is
linked to a computer in order to store and analyze the data.

For the seeding system, a fluidized bedlike scheme was em-
ployed. A fraction of the inlet air is first dried and then passed
through a horizontal porous diaphragm on the top of which a layer
of silica “microballoons” is deposited. The airstream then carries
the particles and is subsequently mixed with the main intake air at
the engine inlet. Figure 2 shows a scheme and a picture of the
experimental set-up; more details have been given in �25–27�.

Experimental Investigation
A twofold approach was adopted to analyze the fluid dynamic

behavior of the high-performance four-stroke motorcycle engine
during the intake phase. The engine head was examined in terms
of global performances and in terms of local velocity measure-
ments. In particular, the flow coefficient was used to define the
head breathability, while the laser doppler anemometry �LDA�
technique was employed to determine the flow field inside the
combustion chamber.

Flow Coefficient. The usual flow coefficient was used as global
performance indicator �1,12�. It is defined as a ratio of the actual
�measured� mass flow rate to reference mass flow rate

Cf =
ṁmeas

ṁr

�1�

If p0 and T0 are the ambient pressure and temperature and pC is
the cylinder pressure, and the flow is subsonic, them the reference
mass flow rate is given by

ṁr = Aref
p0

�RT0

� pC

p0
�1/�� 2�

� − 1
	1 − � pC

p0
���−1�/�
�1/2

�2�

if, instead, the flow is choked, then the mass flow is formalized as
follows:

ṁr = Aref
p0

�RT0

�1/2� 2

� + 1
���+1�/�2��−1��

�3�

The reference area is the valve outer seat area

Aref =
�Dv

2

4
�4�

Fig. 1 Engine head

Table 1 Characteristics of the engine

Stroke/Bore L /B 0.761
Intake valve diameter/Bore Dv /B 0.479
Throttle diameter/Bore Dt /B 0.479
Compression ratio rc

10
Engine power 69.2 kW at 8000 rpm
Engine torque 94.2 Nm at 6000 rpm
Cooling system Air cooled

Fig. 2 Experimental setup
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where Dv is the intake valve diameter.
Moreover, an absolute flow coefficient Cabs was defined to char-

acterize the intake system efficiency independently from the valve
lift �29�

Cabs =
�Am

�Ad
�5�

�Ad represents the dimensionless theoretical flow rate downstream
of the intake valve, based on isentropic flow condition

�Ad =� 2

� − 1
	� pC

p0
�2/�

− � pC

p0
���+1/��
 �6�

while �Am is the dimensionless actual flow rate, averaged over the
dimensionless valve lift

�Am =

�
0

�Lv/Dv�max ṁmeas

Aref�0a0
d

Lv

Dv

� Lv

Dv
�

max

�7�

where Lv is the valve lift, �0 is the air density at the inlet, and a0
is the sound speed.

The global measurements were carried out in two experimental
campaigns for different valve lift and throttle angles. The ambient-
cylinder pressure drop was set at �p=7.3 kPa. This value makes
sure that the intake flow is fully turbulent and that the dimension-
less flow coefficients are independent of the pressure drop for all
the analyzed configurations. In fact, to this purpose the “port Rey-
nolds number”1 should always exceed 60,000 at low valve lifts
and 90000 at high valve lifts �12� and this requirement is fully
respected in this work. Table 2 summarizes the analyzed
configurations.

The overall uncertainty of flow coefficients and absolute flow
coefficients was always lower than 3%, and it decreased with
valve lift and throttle angle. In particular, for Lv /Dv�0.074 the
uncertainty dropped to a value that was lower than 2%.

LDA Measurements. The local characterization of the flow
inside the combustion chamber was achieved by the laser doppler
anemometry technique. The measurements were carried out fixing
the valve lift �Lv /Dv=0.178� and the ambient-cylinder pressure
drop ��p=7.3 kPa�. The wide-open-throttle �WOT� configuration
was considered. Data were collected on three measuring planes
perpendicular to the cylinder axis at different distances from the
engine head. Figure 3�a� shows the measuring planes and the
relative distance from the head �H /B=1/4, H /B=1/2, and H /B
=3/4�. B is the cylinder bore.

Thirty-three measuring points, distributed on four equally
spaced diameters �D1, D2, D3, and D4�, were defined on each
measuring plane �Fig. 3�b��. In particular, the D3 diameter is ro-
tated by 5 deg clockwise with respect to the engine head symme-
try axis �y-axis�. At each measuring point, two velocity compo-
nents �along the x and y directions� were recorded. To verify the

previous measurements, a third component was acquired and
compared to the value calculated from the x and y components,
recording a good agreement. Three thousand samples were col-
lected for each velocity component. The typical data rate was
0.1–0.3 kHz with 70–95% of the data valid. The relative uncer-
tainty on the LDA measurements, which is mainly due to the setup
of the electronic system, was lower than 2.2%.

Furthermore, the LDA measurements were used to evaluate the
overall angular momentum of the flux M with respect to the cyl-
inder axis on each measuring plane. To this purpose, the angular
momentum produced by the tangential velocity vt was combined
with the axial mass flow, as �2,7,30�

M = 2��
0

B/2

�vavtr
2dr �8�

where va is the axial velocity, vt is the tangential velocity, r is the
distance of the generic measuring point from the cylinder axis,
and � is the air density.

Finally, an equivalent swirl coefficient Cs was defined as the
ratio of the flow angular to axial momentum �2,12�

Cs =
8M

ṁmeasv0B
�9�

where v0 is a reference velocity, calculated from the isentropic
relation for flow from a converging nozzle emptying into a ple-
num

v0 = � 2�

� − 1

p0

�0
	1 − � pc

p0
�
��−1�/��1/2

�10�

The overall uncertainty of the angular momentum of the flux and
swirl coefficient was always lower than 3.0% and 3.5%, respec-
tively.

Results
Figure 4 shows the fluid dynamic efficiency of the engine head

in terms of flow coefficient as a function of the dimensionless
valve lift �Lv /Dv�. The figure refers to the WOT configuration. A
progressive increase in the flow coefficient is observed when the
valve lift increases. This is due to an upsurge in the mass flow rate
entering the combustion chamber until Lv /Dv	0.222. A plateau
is reached for Lv /Dv�0.222, and there are negligible effects on
the head breathability owing to the dimensions of the intake port
and of the valve stem that define the minimum flow area at high
valve lifts. Figure 4 depicts also the presence of three different
regions characterized by decreasing slopes in the flow coeffi-
cient’s curve that corresponds to different flow regimes, in line
with the results found in the literature �1,31�. In particular, for low
valve lift, the flow remains attached to the valve head and seat due
to the high viscous phenomena. While raising the curtain area, a
flow separation occurs, first of all, at the valve head and, succes-
sively, at the valve seat.

In order to investigate the influence of throttle valve opening on
head breathability, the global measurements were repeated at vari-
ous throttle angles. The analyzed configurations are reported in
Table 2.

1The port Reynolds number is defined as the Reynolds number calculated at the
intake port. More details are given in �12,28�.

Table 2 Global analysis: measuring conditions

First experimental
campaign

Second experimental
campaign

Pressure drop �kPa� �p 7.3 7.3
Dimensionless valve lift �
� Lv /Dv

0.056–0.259 �step 0.0185� 0.093, 0.148, 0.178, 0.259
Throttle angle �deg� F 45–85 45–85
Throttle step �deg� �F 10 5
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Figure 5 shows similar behaviors for the different conditions
and the presence of the three flow regimes. It is possible to ob-
serve that the “transition” from a flow condition to another one is
reached at lower valve-lift values when the flow is throttled. As an
example, the first transition phenomena for the WOT configura-
tion �F=85 deg� occur at the valve lift Lv /Dv=0.115, whereas for
F=45 deg they develop at Lv /Dv=0.085. In addition, the plot
illustrates the noticeable influence of the throttle position on en-
gine volumetric efficiency. Head breathability increases progres-
sively with throttle opening for F	75 deg and becomes constant
for F�75 deg. This trend is plain to see in Table 3, which shows
the absolute coefficients �calculated according to Eq. �5�� for the
five throttle angles. Furthermore, Table 3 highlights that the rela-
tive increase in head breathability diminishes when the throttle
valve is open more. In fact, the absolute flow coefficient raises by
16.1% when F passes from 45 deg to 55 deg, whereas the per-
centage drops to 6.4% moving from F=65 deg to F=75 deg, and
finally, it becomes negligible for F�75 deg.

The effect of the throttle angle on the flow coefficients was

investigated more closely at four valve lifts �Lv /Dv=0.093, 0.148,
0.178, and 0.259�. To this purpose the throttle step was reduced
from �F=10 deg to �F=5 deg.

Figure 6 confirms the previous trends and illustrates that the
experimental data are well approximated by parabolic curves
�dashed lines� and that also the absolute flow coefficients, shown
in Table 3, lie on a parabola. Furthermore, the diagram displays,
for each valve lift, the flow coefficient variations �Cf between the
two extreme throttle positions �F=45 deg and F=85 deg�. It is
clear that the higher the valve curtain, the larger the influence of
the throttle valve. All the experimental data are resumed in the
contour plot of Fig. 7.

A systematic data analysis allowed the definition of a new in-

Fig. 3 LDA analysis: measurement locations

Fig. 4 Effect of the valve lift on head breathability, WOT
configuration

Fig. 5 Effect of the throttle angle on head breathability

Table 3 Absolute coefficient and relative percentage variation

F
�deg�

Cabs
�
�

�Cabs
�%�

45 0.238
55 0.296 16.1
65 0.337 11.4
75 0.360 6.4
85 0.360 0.0
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teresting way to represent the flow coefficients. Experimental data
were correlated by a single curve if they were plotted as

Cf

Cf0.85

= f� F

F0.85
� �11�

where Cf0.85
is the flow coefficient corresponding to 85% of maxi-

mum flow coefficient and F0.85 is the throttle angle where the flow
coefficient is equal to the 85% of maximum flow coefficient.

Figure 8 portrays, in fact, that all the experimental data tend to
distribute along the same curve apart from the analyzed configu-
ration of the head. In particular, the data are well approximated by
an exponential curve, whose functional form is

Cf

Cf0.85

= �a + b�e−c��F/F0.85�−d� �12�

where the values of the four constants are a=1.2135, b=
−0.5400, c=3.8835, and d=0.7489. The result is very useful be-
cause it permits a drastic reduction in the measurements that have
to be made to characterize the engine breathability at different
valve lifts and different loads, reducing, as a consequence, time
and costs of the investigations. Moreover, plotting the experimen-

tal data in the suggested form facilitates the check during the
measuring phase.

The applicability of the previous rule to other engines was veri-
fied by considering a production four-cylinder automobile spark-
ignition engine. The analysis showed the existence of a universal
trend in the head breathability also for this engine. Specifically, it
is interesting to observe �Fig. 9� that the distributions referring to
the two engines tend to be very similar, despite the high differ-
ences in the engine geometry and characteristics and in the head
breathability. More details are given by the authors in �32�.

To examine the fluid dynamic behavior of the engine head in
more detail and to characterize the flow field inside the combus-
tion chamber, the LDA technique was used. Measurements were
carried out by fixing the valve lift ratio at Lv /Dv=0.178 in the
WOT configuration and by considering three measuring planes
perpendicular to the cylinder axis, as illustrated in Fig. 3. Figure
10 depicts the mean velocities measured on the four diameters.
Data refer to the intermediate plane, half bore from the engine
head �H /B=1/2�.

The velocity vectors give evidence of the existence of two con-
trarotating vortices whose axes are parallel to the cylinder axis. In
the central region, the flow tends to distribute along the y-axis.
The directions of the velocity vectors at the measuring locations
4–6 and 11–16 correspond, in fact, to the y direction. The center
of the combustion chamber is also characterized by the largest

Fig. 6 Influence of the throttle angle on head breathability for
four dimensionless valve lift

Fig. 7 Flow coefficient contour plot

Fig. 8 Unique trend in the flow coefficient

Fig. 9 Dimensionless plot for different engines
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velocity values, while the lowest velocities are localized near to
the cylinder wall �points 10 and 17� and near to the rotational axes
of the two vortices �points 2–3 and 7–8�. Furthermore, LDA mea-
surements show a slight asymmetry in the flow-field distribution
due to the position of the intake duct.

The local analysis was repeated for the other two measuring
planes �H /B=1/4 and H /B=3/4� considering the same engine
configuration �Lv /Dv=0.178 and WOT�. The measurements were
restricted to D1 and D3 diameters. LDA data depict similar flow
fields on the three planes with the two contrarotating vortices,
whose position tends to remain stable �Fig. 11�.

The comparison of the different flow field highlighted that, in
this engine, the global flow structure is conserved even when one
moves away from the engine head �on different measuring
planes�. Some differences in the flow orientation are evident at
points 4 and 6. In fact, on the lowest plane, the velocity vectors
move away from the y direction because of the greatest interaction
with the flow entering the combustion chamber. There are negli-
gible differences in the vectors’ directions along diameter D3.
Moreover, the flow-field comparison shows that the velocity val-
ues increase with the distance from the engine head as the flow
becomes more organized, while the flow symmetry tends slightly
to reduce moving away from the head.

Then attention was focused on the velocity tangential compo-
nents in order to correlate LDA measurements with a global swirl
characterization carried out on the same engine head in a previous
work. The data, obtained using an impulse swirl meter, show that
the swirl coefficients increase with a rise in the valve lift and the
throttle angle. More details are given in �24�.

Figure 12 depicts the tangential velocity components and the
corresponding standard deviations on the D1 and D3 diameters.
The same configuration of the previous LDA campaign is adopted
�Lv /Dv=0.178, WOT, and three measuring planes�.

The results display that the turbulence intensity distributes quite
uniformly in spite of the uneven distribution of the mean flow.
The outcome was in accordance with Kang and Reitz �30�. Typi-
cal rms values were

� = 0.2vmax

where � is the rms velocity and vmax is the largest tangential
velocity.

Regarding the tangential velocity components, lower values on
the diameter D3 and larger velocities at the other measuring points
were observed. Moreover, a marked symmetry was found on the

diameter D1 of the plane H /B=1/4. Here a linear variation of the
tangential velocity for each vortex was observed. Moving away
from the engine head, as already observed for the velocity vectors,
the velocities increased, as the flow field becomes more organized,
while the flow symmetry was less accurate.

Furthermore, LDA measurements were used to calculate the
angular momentum of the flux and the equivalent swirl coefficient
applying Eqs. �8� and �9�, respectively. To this purpose, in line
with Kang and Reitz �30�, a uniform axial flux was adopted to
define the axial velocities. The hypothesis of uniform axial flux
seems to be the most reasonable way to evaluate the angular mo-
mentum of the flux when, as in this work, a restricted number of
measuring points are available and an uneven axial velocity dis-
tribution is present. In fact, the angular momentum of the flux
depends strongly on the location of the measuring points and the
risk is to alter its evaluation if the points are not well representa-
tive for all the regions in the cylinder. In this work the calculation
is based on the 17 points located on the D1 and D3 diameters. The
latter presents axial velocity components that are much larger than
the corresponding values registered at the other locations �D1, D2,

Fig. 10 Velocity vectors on the middle plane „H /B=1/2…

Fig. 11 Velocity vectors on lower and higher measuring plane
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and D4 diameters�. The consequence is that, if the measured axial
velocities are used, the calculation of the angular momentum is
altered because the effect of the points distributed on the D3 di-
ameter is incorrectly amplified.

Figure 13 shows the swirl coefficients obtained from LDA data
and the value obtained by the swirl meter as a function of the
distance between engine head and measuring plane. It is evident
that the progressive slight reduction in the symmetry of the flow
field determines an increase in the angular momentum and, as a
consequence, in the swirl coefficient. In particular, the figure high-
lights that the value measured by the swirl impulse meter can be
extrapolated with relatively good accuracy from the information
obtained with the LDA technique. Figure 13 shows, in fact, that
the LDA data and the torque meter data can be approximated by a
straight line, even though it is difficult to give a physical expla-
nation for this trend.

Conclusions
The fluid dynamic behavior of a high-performance four-stroke

motorcycle engine was investigated at the steady flow rig. In par-
ticular, the intake phase was considered. Dimensionless flow co-
efficients and LDA measurements were used to define the global
engine head breathability and to characterize the flow field inside
the combustion chamber, respectively.

The global analysis showed that the throttle angle significantly
influences the fluid dynamic efficiency of the engine head. As
expected, the larger the throttle opening, the better the filling of
the combustion chamber. Specifically, in the tested engine head
for a throttle angle F�75 deg, a continuous increase in the head
breathability with the throttle opening was observed, while no
further rises were registered for F75 deg. In addition, the influ-
ence of the throttling process up-surged with the valve lift. Fur-
thermore, the flow coefficient analysis highlighted that a common
trend in the fluid dynamic efficiency of the intake system exists,
adopting an opportune new dimensionless plotting. In particular,
all the experimental data were well approximated by a single
curve �an exponential curve� independently from the analyzed
configuration of the head. The extensibility of the proposed di-
mensionless rule was verified by analyzing a production four-
cylinder automobile spark-ignition �SI� engine, and the same be-
havior was observed despite the high differences in the engines
geometries and characteristics.

The LDA analysis showed the existence of two contrarotating
vortices. The measurements carried out at different distances from
the engine head depicted that the same flow structure was main-
tained for different measuring planes. Moreover, a progressive
increase in the velocity values and a slight decrease in the sym-
metry of the two vortices was observed moving away from the
head. Specifically, the progressive decrease in the flow symmetry
was responsible for the increasing values of the angular momen-
tum of the flux with the distance from the engine head. Then a
correlation, in terms of dimensionless swirl coefficient, between

Fig. 12 LDA analysis: tangential and rms velocity on the three
measuring planes

Fig. 13 LDA and swirl measurements correlation
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LDA measurements and a global swirl characterization carried out
using an impulse swirl meter was proposed. The analysis proved
that it is possible to extrapolate, with relatively good accuracy,
global information from LDA data.
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Nomenclature
Aref � reference area

B � cylinder bore
Cabs � absolute flow coefficient

Cf � flow coefficient
Cs � swirl coefficient
Di � ith-measuring diameter
Dv � valve diameter
H � distance of the measuring plane from the head
Lv � valve lift
M � swirl momentum
T0 � temperature pressure
a0 � sound speed

ṁmeas � measured mass flow rate
ṁr � reference mass flow rate
p0 � ambient pressure
pC � cylinder pressure
vt � tangential velocity
va � axial velocity
v0 � reference velocity

�p � ambient-cylinder pressure drop
�Ad � dimensionless theoretical flow rate
�Am � dimensionless actual flow rate

� � wavelength of the laser beam
�0 � air density
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Soot Formation Study in a Rapid
Compression Machine
A rapid compression machine was used to study the soot formation process under diesel
enginelike conditions. The apparatus creates accurately controlled conditions at the end
of compression (uniform mixture, temperature, and well-defined mixture composition)
and, by decoupling chemistry with mixing, provides an unambiguous data interpretation
for kinetics study. The soot evolution was studied by the line-of-sight absorption method
(at 632.8 nm), which measured the soot volume concentration evolution in the initial
stage of soot growth before the optical path became opaque. For a rich butane mixture at
fuel equivalence ratio of 3, the ignition delay showed a negative temperature dependence
at intermediate temperatures. The soot volume fraction showed an initial exponential
growth, with a growth rate depending on the compressed charge fuel concentration. A
substantial amount of soot was formed after the soot cloud became opaque. By weighing
the total soot particles after the experiment, only �10–15 % of the soot mass was formed
when the beam transmission was reduced to 5%. The final soot mass was �15–18 % of
the total carbon mass for compressed charge density of 250 mol/m3 and temperature
from 740 to 930 K. �DOI: 10.1115/1.2180279�

Introduction
Airborne particulate matter �PM� is a major air-quality concern

because of its health effects and its impact on visibility �1�. As a
result, the U.S. Environmental Protection Agency has established
strict standards for the atmospheric PM levels �2�. A substantial
source of PM in urban areas is vehicles, especially those powered
by diesel engines. The PM emission from diesel engines originate
from soot particles generated during the combustion process.
These particles serve as condensation nuclei for low vapor pres-
sure exhaust species, such as unburned or partially burned fuel
and engine oil, where the particles grow further in mass �3�.
Therefore, to effectively control PM emissions, it is important to
understand the processes by which soot is formed in combustion.

Much of the current understanding of diesel combustion pro-
cess was obtained from optical engine studies, such as those done
at the Sandia National Laboratory �4�. Figure 1 shows a schematic
of the combusting fuel jet. There are two major characteristics that
are pertinent to the soot formation process:

1. The fuel goes through a two-stage oxidation process. The
first stage is in the fuel-rich premixed zone just downstream
of the liquid spray; then the products of this fuel-rich com-
bustion are oxidized in the diffusion flame at the periphery
of the plume.

2. Soot is first formed in the fuel-rich premixed zone where
fuel-air equivalence ratio ��� is in the range of 2–4. Soot
then grows in the environment of high-temperature fuel-rich
combustion products by surface growth and agglomeration
as it is convected toward the end of the plume.

Thus, soot formation is governed by the chemistry of the pre-
mixed fuel-rich mixture at � values of 2–4.

There are two classes of diesel soot formation studies:

�a� The observation of the process in a fuel jet that undergoes
evaporation, mixing, ignition, and burning processes. The
experiment could be done in an actual diesel engine, in a
constant volume combustion vessel, in a burner, or in a

rapid compression machine �RCM� �5–12�. Although the
process is realistic in theses studies, it is difficult to ex-
tract quantitative kinetics information on soot formation
because of the inherent nonuniformity and uncertainties
in species concentrations and temperatures.

�b� The study of a reacting premixed mixture. The reaction is
initiated by a shock wave in a shock tube, or by rapid
compression in a rapid compression machine. In these
studies, the operating environment is well controlled and
quantitative data can be obtained for soot formation rates.

Data on soot formation rate and yield under premixed fuel-rich
conditions have been obtained in shock tube studies at pressure
and temperatures comparable to those found in diesel combustion
�13–15�. Because of the low specific heat ratio of a fuel-rich hy-
drocarbon mixture, however, the shock tube studies were custom-
arily done under heavily diluted conditions with a mixture con-
sisting of 95–99.5 % argon so as to produce the correct thermal
environment. As a result, the species concentrations were unreal-
istically low, and there was negligible heat release from the mix-
ture in the process. To create a thermal and species concentrations
environment that is representative of diesel combustion, rapid
compression of a homogeneous fuel-rich mixture in an RCM is
employed in this study.

The RCM is a single-stroke device which rapidly compresses a
uniform mixture of fuel and air. The piston is locked at the end of
the stroke to produce constant volume combustion. Figure 2 sum-
marizes the temperature and fuel carbon concentration �in the
combustible mixture� regimes of various experimental setups. It is
apparent that the temperature and fuel carbon conditions achieved
in an RCM are much more representative of those found in the
soot formation process in a diesel engine compared to all other
alternatives.

Soot detection in a combustion process can be achieved either
with direct sampling or optical techniques. Molecular beam sam-
pling combined with electron microscopy has been successful in
identifying critical intermediates in burner types of experimental
setups. Though sampling methods have been used directly in die-
sel engines �6�, they are intrusive and it is difficult to obtain time-
resolved data using the technique. The advancement of laser tech-
nology, on the other hand, made available nonintrusive tools for
combustion diagnostics. The most common optical methods used
for soot detection are the line-of-sight �LOS� absorption �7–11�
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and laser induced incandescence �LII� �12�. The latter method,
however, could not provide the time resolution required for the
single-shot RCM experiment. Therefore, LOS absorption was
used to monitor the soot formation process.

The aim of the present work is to demonstrate the ability to
study soot formation under diesel enginelike conditions created in
an RCM using the LOS absorption technique. The RCM, which
provides well-controlled conditions �pressure, temperature, and
mixture composition�, along with the nonintrusive technique of
LOS absorption, are tools that could shed light on soot formation
and provide valuable data for chemical kinetics modeling efforts.

Rapid Compression Machine
The RCM is a single-stroke device, which rapidly compresses a

uniform mixture of fuel and oxidant to conditions similar to diesel
engine operation. In contrast to an engine, the piston of the current
RCM is locked in the compressed position to produce a constant
volume environment. The mixture remains at these conditions for
a longer period of time compared to a shock tube ��10 ms versus
�1 ms�; this time is only limited by heat losses. Thus, the thermal
and composition conditions of the mixture under study are well
defined.

The RCM, shown in Fig. 3, has a cylindrical combustion cham-
ber with 5.08 cm bore and 1.27 cm clearance height. The piston
starting position can be adjusted by changing the effective length
of the hydraulic chamber with spacers �not shown in Fig. 3�. The
compression stroke then ranges from 15.24 cm to 20.32 cm, re-
sulting in a compression ratio between 12.5 and 16.5. These val-
ues have taken into account the 3.1% crevice volume �compared
to the clearance volume� in the piston and windows at the end of

compression. For the data shown in this paper, the compression
ratio was set to 16.5. The geometry and dimension of the current
machine is comparable to others in the literature �16–18�.

The piston is pneumatically driven and uses a pin-and-groove
mechanism in a hydraulic chamber to decelerate the piston at the
end of the stroke �19�. In its retracted position, the pneumatic
piston is pressurized �from the right of Fig. 3� to 17.5 bar gage
pressure by a large tank of nitrogen, but it is locked in position by
the highpressure oil �at 90 bar gage pressure� in the hydraulic
chamber. When the oil pressure is released by a small solenoid
valve, the piston moves forward, and thereby releases the locking
hydraulic piston and starts the compression process.

During much of the stroke, the piston accelerates almost freely
since the friction forces of the seals and oil are modest, and the
pressure rise in the combustion chamber is not yet significant. The
piston starts to decelerate significantly when the “pin” on the hy-
draulic piston enters the groove near the end of the stroke. The
clearance between the pin and the groove is only 0.7 mm so that
there is a large back pressure buildup that is responsible for stop-
ping the piston with a reasonable cushion.

The calculated piston velocity and combustion chamber pres-
sure �p� are shown in Fig. 4. The piston motion was obtained by
using Newton’s law; the substantial resistances to motion were the
pressure buildup in the combustion chamber and the significant
back pressure when the pin hit the groove. The latter value was
obtained by a simple one-dimensional �1D� viscous flow calcula-
tion. The peak piston velocity was more than 30 m/s, and the total
compression time was 15 ms. The effective compression time �de-

Fig. 1 Schematic of a diesel fuel spray illustrating the com-
bustion processes †4‡

Fig. 2 Conditions for soot formation in diesel engines and in
various experimental studies

Fig. 3 Schematic of the rapid compression machine
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fined as p / �dp /dt� at the inflection point of the pressure trace� was
4 ms. The final compression time �defined as p / �dp /dt� at the end
of compression� was 0.4 ms. The calculated pressure �from adia-
batic compression� agrees well with the experimental value except
at the end of compression because of heat transfer. Because of the
high deceleration ��3000 g� when the pin enters the groove, the
finite impact velocity ��5 m/s� at the end of the stroke, and the
large moving mass �6 kg�, it is necessary to substantially anchor
the RCM to prevent significant vibrations.

After reaching its final compression point, the piston was kept
in place by the high-pressure driving gas so that constant volume
combustion can be realized. For the driving pressure of 17.5 bar,
the piston can hold a maximum combustion chamber pressure of
110 bar with the designed area ratio of the driving and the com-
bustion chamber pistons.

The combustion chamber is equipped with four fused silica
windows 1.27 cm dia around the circumference of the combustion
chamber for line of sight measurements and a fully transparent
cylinder head for imaging studies. Because the compression is
rapid, the heat transfer to the wall is limited to a thin boundary
layer so that there is a substantial adiabatic core in the charge.
Then the compression temperature �Tcomp� of this core may be
obtained from the measured compression pressure �Pcomp� and the
initial condition �Pini and Tini� via the isentropic relation

�
Tini

Tcomp

cP�T�
dT

T
= R ln�Pcomp

Pini
� �1�

Here, cP�T� is the heat capacity per mole of the mixture at tem-
perature T, and R is the universal gas constant. A Kistler 6125A
piezoelectric pressure transducer was used to measure the com-
bustion chamber pressure at sampling frequency of 100 kHz.

The mixture was prepared manometrically. The combustion
chamber was evacuated before the gaseous mixture components
were introduced. A Baratron 622A pressure transducer with accu-
racy of 0.1 Torr was used to meter each mixture component. The
combustion chamber, connecting lines and fuel reservoirs were all
insulated, heated, and temperature controlled to accommodate
nonvolatile fuels, which required an initial temperature to be
higher than the highest dew point corresponding to the partial
pressure of the respective component in the mixture.

To obtain high compression temperatures, an argon/oxygen
mixture was used instead of air as the oxidant. The Ar/O2 molar
ratio was fixed at 3.773, which is the same as the N2/O2 ratio in
air. Then, at the end of compression, a relatively wide range of
conditions similar to the range found in diesel engines

�10–30 bar, 700–900 K� was accomplished by varying the initial
temperature and pressure before compression commenced.

After each run, the soot in the combustion chamber was col-
lected and weighed, although there might still be trace amount of
soot left on the O-rings and crevices. Then the combustion cham-
ber, window, and piston surfaces were cleaned with acetone. Spe-
cial care was taken at the crevices where soot could accumulate.
Then all O-rings were cleaned with acetone, dried, and lubricated
with vacuum grease before reassembly. The piston ring was
cleaned only after every 20 runs because the procedure involved
substantial disassembly of the apparatus. After the apparatus was
reassembled, the combustion chamber was heated to the desired
temperature and evacuated before the new mixture was intro-
duced. Because of the high vapor pressure of acetone �normal
boiling point 56.6°C�, there should not be any substantial solvent
materials left after the system was pumped down.

Laser Extinction Measurement of Soot Volume Concen-
tration

Real-time line-of-sight �LOS� absorption using a helium-neon
laser beam at a wavelength ��� of 632.8 nm is used to determine
the soot volume concentration evolution. The method is well es-
tablished �20,21� and briefly summarized as follows.

Since the soot particle sizes at the nucleation and initial growth
stages are less than, or of the order of, 50 nm �21–23�, which is
much less than � /�, the interaction of the particles and the light
beam is in the Rayleigh regime; the extinction of the laser beam is
predominantly due to absorption rather than scattering. Assuming
that the particles are spherical with diameter D, the absorption
cross section is proportional to D so that the extinction coefficient
is proportional to D3 and, hence, proportional to the soot particle
volume. Then the attenuation of the laser beam may be related to
the LOS integral of the soot volume fraction

ln� I

I0
� =

6�

�
Im�m2 − 1

m2 + 2
��

0

L

fvdx �2�

In Eq. �2�, I0 and I are the incident and transmitted laser beam
intensities, m is the complex refractive index of the soot particles,
L is the path length, and the soot volume concentration fv is de-
fined by

fv = n�
0

�
�D3

6
p�D�dD �3�

where n is the soot particle number per unit volume and p�D� is
the probability distribution of the particle diameter. If the soot
cloud is uniform in space, the value of fv may be obtained from
the measurement of I / I0 as

fv =
� ln�I/I0�

6�L Im�m2 − 1

m2 + 2
� �4�

It is assumed that the refractive index m is known and remains
constant during the course of soot evolution. The refractive index
of soot has only been determined in the bulk. Chang and
Charalampopoulos �24� measured the complex refractive index
based on dynamic light scattering at a wavelength of 632.8 nm to
be 1.8–0.58i at 10 mm above the burner surface and 1.62–0.47i
at 6 mm. Lee and Tien �25� calculated the complex refractive
index based on the multivariable dispersion model to be 1.9–0.55i
at 632.8 nm without finding any significant temperature effect.
The maximum difference in the calculated soot volume concen-
tration using any of the above values is ±6%. To be consistent
with most recent studies, the value suggested by Chang and
Charalampopoulos at 10 mm above the burner was used in this
study.

Fig. 4 Calculated piston velocity and comparison of calcu-
lated and observed pressure traces. N-butane/oxygen/argon
mixture; Ar/O2=3.773, �=3; precompression pressure and
temperature: 0.4 bar, 49°C.
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Optical Setup. The schematic of the optical setup is shown in
Fig. 5. A 30 mW He–Ne laser beam passes through the combus-
tion chamber, where it is attenuated by fuel-rich combustion gen-
erated soot particles. The attenuated beam is then connected to the
photodiode detector at a rather large distance ��0.6 m� by relay
lenses, baffles, and spectral filter.

The above optical arrangement is necessary because there is a
significant amount of combustion-generated light. During com-
bustion, light emission takes place due to chemiluminescence and
soot luminosity. The former arises from radicals decaying back to
equilibrium energy levels after being raised to an excited energetic
state. In hydrocarbon oxidation, such species are OH �310 nm�,
C2 �516 nm�, CH2O �368–470 nm�, and especially CH �390,
430 nm� �26�. Dec and Espey, after conducting experiments in a
diesel engine, found that chemiluminescence peaks at around
430 nm and is almost zero above 620 nm, with HCO speculated
as the only possible species responsible at higher wavelengths
�27�. By using a laser light at 632.8 nm, the chemiluminescense
interference can be eliminated. Soot luminosity, on the other hand,
arises from soot particles, which act as radiating gray bodies after
being generated. The emission of this light has a broadband spec-
trum, and for typical rich combustion temperatures of
1800–2000 K, the emissive power can be significant at 632.8 nm.
The level is comparable to that of the laser light during the later
stage of combustion since the latter is strongly attenuated by the
soot particles.

To minimize soot luminosity detected by the photodiode, a nar-
row band �FWHM of 1 nm� interference filter was used and the
detector was moved away from the test section, since the soot
luminosity contribution drops with the square of distance. The
signal improvement is shown in Fig. 6, in which the detected
signals under the same compression conditions are compared.
Curve A shows the transmission signal with the optical setup of
Fig. 5; curve B shows the one obtained with photodiode and in-
terference filter at �5 cm from the combustion chamber window.
The significantly higher apparent transmission in curve B is due to
the contribution from soot emissions. Experiments were also run
with the optical arrangement of Fig. 5 with the laser beam off. No
luminosity was detected; thus, the arrangement was sufficient to
reduce the soot luminosity contribution to a negligible level.

With a long optical path, significant noise is induced at the
detector due to beam wander. The beam motion is caused by me-
chanical vibrations of the optical train and by beam steering due
to the refractive index gradients inside the combustion chamber.
To alleviate these effects, an integrating sphere is used to collect

the laser light so that the detector signal is not sensitive to beam
wander. Note also that since the interference filter is partial to the
angle of incidence, it has to be placed in front of the integrating
sphere; a collimating lens is further used to direct the whole beam
at normal incidence to the filter.

Confirmation of Absorption Signal due to Soot Particles.
There are reports in the literature that query whether light absorp-
tion at 632.8 nm is evidence of soot particles presence. Micros-
copy studies suggest that there are large molecules other than soot
particles that may absorb light at this wavelength �28�. Other stud-
ies suggested that very young soot particles may not absorb light
at this wavelength �29,30�. Though the distinction between soot
precursors �which are large molecules� and soot particles is arbi-
trary; there does not seem to be any gaseous species �i.e., mol-
ecules that are not large enough to exhibit macroscopic properties,
such as black-body radiation� that absorb light at 632.8 nm �31�.
Then absorption at this wavelength may be interpreted as an indi-
cation of soot presence. To confirm this point, a photomultiplier
tube �PMT� was placed above the top window of the RCM with
an interference filter at 780 nm �FWHM �full width at half maxi-
mum� =10 nm�, as shown in Fig. 5. Laser light scattering is
blocked by the filter, and, as already explained earlier, there is no
chemiluminescent at this wavelength. Thus, the only light that can
be detected by this PMT comes from particle gray-body radiation,
which indicates the presence of a “particle.” Figure 7 shows the
PMT detected signal and the light transmission simultaneously.
The luminosity signal starts at the same time as light absorption.
This fact confirms that the absorbing media is indeed in the par-
ticulate phase.

Results
In the following, typical results from the RCM are used to

demonstrate the performance of the machine and the type of data
it provides. Comprehensive data sets and comparison of data with
models of ignition delay and soot formation kinetics will be pre-
sented in later publications.

Figure 8 shows the pressure trace and light transmission for five
consecutive tests of a typical fuel-rich mixture. All tests were
conducted with n-butane/O2/Ar mixture, at Ar/O2=3.773 and
�=3. The conditions at the end of compression were the same for
all tests: Pcomp=14 bar, Tcomp=765 K, and total molar concentra-
tion ncomp=250 mol/m3. After a total compression time of
�15 ms, there is a period of preignition reaction, during which
the rate of heat release cannot keep pace with the heat losses and

Fig. 5 Schematics of optical setup

Fig. 6 Effect of soot luminosity on apparent transmission: „a…
signal with optical arrangement of Fig. 5 and „b… with detector
and filter at 5 cm from combustion chamber window
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the pressure drops slightly before the mixture ignites at �8 ms
after the end of compression. The heat release is in two stages,
with a slower rate first followed by a rapid one. These observa-
tions are consistent with what is reported in the literature for most
hydrocarbon fuels �32�. The pressure drop from the peak value is
due to heat transfer to the cold walls when the combustion is over.
Note that the repeatability is excellent for both the pressure trace
and the light transmission; for example, the variability of the ig-
nition delay is ±0.15 ms at 95% confidence level.

Ignition Delay and Combustion Time. The ignition delay and
combustion time may be derived from the pressure curve as illus-
trated in Fig. 9. The ignition delay is defined as the time from the
end of compression to the time at the 10% heat release point. To
assess the combustion rate, the 5–20% and the 20–80% burn du-
ration are chosen to reflect the early and later parts of combustion.
The threshold levels used in these definitions are somewhat arbi-
trary but are chosen to give well-defined results. �For example,
because of the uncertainty in the heat release curve, the 80% heat
release point is much better defined than the 90% one.� Although
the main purpose of the experimental study is on soot formation,

the ignition delay, and the combustion times are essential for vali-
dating the chemical kinetics of the soot formation process. These
values are also archival since there is not very much fundamental
data on ignition delay and combustion times for hydrocarbon fuels
under fuel-rich conditions.

The ignition delay data for n-butane at fuel equivalence ratio
��� of 3 and a compression molar density of 250 mol/m3 are
shown in Fig. 10. Note that to vary the compression temperature,
the set of experiments was done at different initial temperatures;
the initial pressures were adjusted to produce the same compres-
sion molar density. The Arrhenius plot is typical of data from
hydrocarbons: at low temperatures, the ignition delay decreases
rapidly with increase of temperature. At intermediate tempera-
tures, the delay stays fairly constant or even increases slightly
because of the well-known negative temperature coefficient
�NTC� regime of the chemistry involved. At higher temperatures,
the delay decreases again with increase in temperature. The re-
peatability of the ignition delay value is ±2%.

The 5–20% and 20–80% burn times are plotted in Fig. 11. The
early burn time followed an Arrhenius temperature dependence
with activation energy of 3.38 kcal/mol. Both values are of the
order of a fraction of to 1 ms. The repeatability of the burn times
is ±12%.

Fig. 7 Soot luminosity and light transmission

Fig. 8 Repeatability of data; five repeats.
N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed conditions: 750 K, 14 bar, 250 mol/m3.

Fig. 9 Ignition delay and combustion times.
N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed conditions: 765 K, 14 bar, 250 mol/m3.

Fig. 10 Ignition delay as function of compression tempera-
ture. N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed molar density: 250 mol/m3.
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Soot Evolution. The instantaneous soot volume concentration
fv may be calculated the transmission signal according to Eq. �4�.
Because of the beam wander noise �see Fig. 8� and that the signal-
to-noise ratio was not favorable at high beam attenuation, the
signal was only deem valid when the transmission was between
90% and 5%. It should be noted that the 5% transmission point
does not mark the end of soot formation. Since the mixtures are
sufficiently rich, the combustion chamber can become almost
opaque well before the soot formation process ends. Collecting
and weighing the soot after the end of the experiment and con-
verting the mass to an equivalent final soot volume concentration
�using a nominal density of 1.8 g/cm3�, it was found that, depend-
ing on the operating conditions, the value of fv at the 5% trans-
mission point corresponds to only 10–15 % of the final value. The
absorption experiments, therefore, only provide information about
the initial stage of soot formation. This information, however, is
critical for validating the soot formation kinetics.

The time evolutions of the soot volume concentration are
shown in Fig. 12, in which the value of fv is normalized by the
molar concentration of carbon atoms at end of compression �de-
noted by �C�comp� to obtain a soot yield �SY�. Specifically, the
definition of SY is

SY =
�sfv

WC�C�comp
�5�

where �s=1.8 g/cm3 is the presumed density of soot, WC
=12 g/mol is the atomic weight of carbon, and �C�comp is the
molar carbon concentration of the charge at end of compression.

The time zero corresponded to the point of 90% transmission,
while the end point corresponded to 5% transmission. For the data
in case A �at �=3, compression temperature and density of 765 K
and 250 mol/m3�, SY grew exponentially in time. For case B
�same condition as case A, except that the compressed density was
lower, at 190 mol/m3�, the exponential growth was observed for
the initial part of the trace. The growth rate was then slower at a
later time. The initial exponential growth was observed in all the
test cases with � ranging from 2.5 to 4.5 over a large range of
compression temperatures and densities.

The empirically observed exponential growth of SY cannot be
simply explained. If it is assumed that in this period, the particles
are predominantly in the growth stage �i.e., nucleation is complete
and agglomeration is not yet important so that the particle number
density �n� is approximately constant�, then the growth of soot
particle is governed by the condensation of the gaseous hydrocar-
bon �HC� species, such as polycyclic aromatic hydrocarbons
�PAH� and C2H2, derived from the fuel molecules. These species
have a higher C/H ratio than the parent molecule; they act as
building materials to the surface growth of the young soot par-
ticles �33�. For a spherical soot particle of diameter D that is
smaller than the mean free path, the growth in volume should then
be proportional to the collision area

d

dt
���D3

6
� =

��D2�
4

�HC�WHCvHC �6�

where � is the density of the soot particle, �HC� and WHC are the
molar concentration and molecular weight of the condensing soot
precursors, and vHC is the relative velocity between the precursor
molecules and the soot. If the values of �, �HC�, WHC, and vHC are
constant, the soot volume concentration fv, which is proportional
to nD3, should, according to Eq. �6�, increase as t3, which is much
slower than exponential.1

Since the soot particles are known to be porous, one may make
the tacit assumption that the density decreases as the particle
grows, where ��1/D. Then D grows exponentially in time and
the soot yield �SY� is:

SY � exp	�aWHCvHC��HC�t
 �7�

where a is a proportional constant. Thus, the growth rate would be
proportional to the precursor concentrations �HC�. Equation �7�

1At a charge density of �200 mol/m3, the mean free path is �10 nm. The large
particles may approach the continuum limit. Then the growth rate is proportional to
t3/2, which is even slower.

Fig. 11 Combustion time as a function of compression tem-
perature: „a… 5–20 % burn time and „b… 20–80 % burn time.
N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed molar density: 250 mol/m3.

Fig. 12 Soot formation history at two different gas densities.
N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed temperature: 765 K. Time zero corresponded to point
of 90% light transmission.
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explains qualitatively the features in Fig. 12:

�i� The growth is exponential in time,
�ii� The slope of the plotted lines increases with charge density

increase, which supplies a higher value of �HC�.
�iii� For Case B, which has a lower charge density, the growth

rate at a later time is slower than exponential because of
the depletion of �HC�. �Similar behavior was not observed
in case A because the optical path had become opaque
before the slow down in the growth rate.�

Quantitative, however, it is much more difficult to reach agree-
ment. We expect that �HC� should be proportional to the amount
of fuel present, so the growth rate should be proportional to the
fuel concentration �which, for fixed � value, scales with the com-
pressed charge density�. Experimentally, the ratio of the two
slopes in Fig. 12 is 2.90; this value disagrees with the ratio of the
charge density at end of compression: ratio=250/190=1.32.
Thus, the dependence on the fuel concentration is complex and
there is no simple closure. Quantitative comparisons could only be
sought through detailed modeling of the formation and oxidation
of both the precursors and soot �34�.

Since the observed initial growth of the soot volume concentra-
tion is exponential, a soot formation time constant �equal to the
inverse of the logarithmic soot yield growth rate� may be ob-
tained. The time constant is shown in Fig. 13 as a function of
compression temperature at �=3 and compression density of
250 mol/m3. The values are below 0.1 ms at compression tem-
peratures above 740 K.

Final Soot Yield. As mentioned before, the soot cloud becomes
opaque as time progresses so that the LOS absorption measure-
ment could not provide information about the later part of the soot
evolution process. The total final soot mass, however, could be
obtained by carefully collecting all the soot particles from the
inside of the apparatus after the experiment and weighing them
with a microbalance �Ohaus Model EP214 with resolution of
0.1 mg�. Depending on the experimental condition, the collected
soot mass was of the order of 5–30 mg. In spite of the crudeness
of the method, repeatability was excellent; the uncertainty was
±5% �based on five repeats�. The final soot yield �total final soot
mass normal by total mass of carbon atoms in the combustion
chamber� for a mixture at �=3, and compressed charge density of
250 mol/m3 is plotted in Fig. 14 as a function of temperature.
Except for the experiment at the lowest temperature �722 K�, the
final soot yield at these conditions is not sensitive to temperature
�740–930 K�; the value is �15–18 %.

Conclusions
The rapid compression machine �RCM� was demonstrated to be

an appropriate apparatus for studying soot formation under fuel-
rich conditions in an environment similar to that in actual diesel
engines. Unlike engines studies, however, the RCM provides a
uniform charge with well-defined temperature and pressure so that
the results can be interpreted quantitatively. Unlike shock tube
studies, the fuel/air mixture is not diluted so that soot formation
process can be studied under realistic levels of fuel carbon con-
centrations. The soot volume concentration evolution was ob-
served in real time by line-of-sight absorption measurement at
632.8 nm. Luminosity from the soot radiation interfered with the
measurement; the interference was alleviated by placing the de-
tector far from the test section and the use of baffles and a nar-
rowband pass-interference filter. Data were reported from com-
pression ignition of a n-butane/oxygen/argon mixture with argon
to oxygen molar ratio of 3.773 �equal to that of nitrogen to oxygen
ratio in air� under fuel-rich condition at a fuel equivalence ratio of
3. The ignition delay versus temperature data showed a negative
temperature coefficient region at intermediate temperatures. The
combustion was in two stages: a slower one followed by a rapid
one.

For all the experiments, the instantaneous volume concentration
grew exponentially in time, initially. When the fuel concentration
of the compressed charge was sufficiently low, slower growth rate
was observed in a later stage before the soot cloud became
opaque. There was, however, no simple model that would explain
the initial exponential growth behavior. The time constant associ-
ated with this growth was fast—less than 0.1 ms for temperatures
above 740 K at fuel equivalence ratio of 3 and charge density of
250 mol/m3. There was significant further soot formation after
the laser beam was blocked by the soot cloud. The soot concen-
tration at 5% transmission was �10–15 % of the final soot con-
centration obtained by weighing the soot particles collected from
the combustion chamber after the experiment. The final soot mass
was �15–18 % of the carbon mass in the charge.
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Fig. 13 Soot formation time constant as a function of com-
pression temperature. N-butane/oxygen/argon mixture; Ar/O2
=3.773, �=3; compressed molar density: 250 mol/m3.

Fig. 14 Final soot yield as a function of temperature.
N-butane/oxygen/argon mixture; Ar/O2=3.773, �=3; com-
pressed molar density: 250 mol/m3.
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